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Abstract

The interaction of electron spins and nuclear spins is usually neglected in graphene due to the

low natural abundance (∼ 1 %) of the nuclear spin carrying 13C isotope. However, isotopi-

cally pure 13C graphene can be grown by chemical vapour deposition (CVD) which amplifies

the hyperfine interaction between electron spins and nuclear spins. For possible applications

of graphene in quantum information and spintronics devices the coupling between electrons

and nuclei is essential. In this work magnetotransport and resistively-detected magnetic reso-

nance spectroscopy methods are employed to study the spin properties of monolayer and few-

layer 13C graphene with the aim to identify and study potential hyperfine effects. Electron

spin resonance (ESR) experiments are performed and evaluated as a method to dynamically

polarize the nuclei in nuclear magnetic resonance (NMR) measurements. Nuclear resonance

phenomena indicate the presence of only weak hyperfine interaction between the electrons

and nuclei in 13C graphene. This weak interaction and the technological challenges to suffi-

ciently polarize the nuclei highlight the importance for further studies.
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Zusammenfassung

In Graphen, einem zweidimensionalen Gitter aus Kohlenstoffatomen, kann die Wechselwir-

kung zwischen den Spins der Elektronen und den Kernspins aufgrund des geringen natür-

lichen Vorkommens (∼ 1 %) des Kernspin tragenden Isotops 13C vernachlässigt werden. Für

Anwendungen von Graphen im Bereich der Quanteninformation oder Spintronik ist die Kop-

plung von Elektronen und Kernen allerdings essentiell. Mittels chemischer Gasphasenab-

scheidung ist es möglich isotopenreines 13C Graphen herzustellen, wodurch die Hyperfein-

wechselwirkung zwischen Elektronenspins und Kernspins verstärkt werden kann. In dieser

Arbeit werden Methoden des Magnetotransports und der magnetischen Resonanzspektrosko-

pie angewendet, um die Spineigenschaften von einzellagigem und mehrlagigem 13C Graphen

mit dem Ziel der Auflösung von möglichen Hyperfeineffekten zu untersuchen. Die Ergeb-

nisse von Elektronenspinresonanzmessungen (ESR) werden zur dynamischen Kernpolarisa-

tion und zur Erforschung der Kernspinresonanz (NMR) verwendet. Die beobachteten Kern-

spinresonanzphänomene deuten auf das Vorhandensein einer äußerst schwachen Hyperfein-

wechselwirkung zwischen den Elektronen und Kernen in angereichertem 13C Graphen hin.

Diese schwach ausgeprägte Wechselwirkung und die technologischen Schwierigkeiten, eine

ausreichende Kernpolarization zu erzeugen, betonen den Bedarf an weiterführenden Studien.
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1. Introduction

The hyperfine interaction (HFI) between electron spins and nuclear spins can be the source of

undesirable spin decoherence.[1]–[3] At the same time, it provides an opportunity to store and

retrieve quantum information.[4]–[7] For the effective control of coherent spins a thorough

understanding of spin dynamics in complex quantum systems is necessary.[8] Hence, the

investigation of the HFI and the loss of coherence in quantum materials is paramount for

future quantum information processing applications.[9]–[11]

A promising material for quantum information and spintronics devices is graphene.[12]–[14]

This two-dimensional (2D) atomically thin carbon sheet displays extraordinary electrical and

mechanical physics.[15]–[19] Thus, graphene is the most common member of the group of

van der Waals (vdW) materials, i.e. 2D atomic layers that are held together by van der Waals

forces and can be stacked to form various combinations. Such vdW heterostructures like high

quality graphene devices encapsulated with hexagonal boron-nitride (hBN) have been the key

to discover new exciting phenomena.[20]–[25] One of these discoveries was the emergence of

superconductivity in magic-angle twisted bilayer graphene resulting from strong correlated

phases in Moiré superlattices that depend on the twist angle of the layers.[26]–[30]

The spin properties of graphene are still subject of investigation due to a large discrepancy

between the theoretically estimated and experimentally observed spin lifetimes.[31] Generally,

a possible mechanism of spin dephasing is the HFI of the conduction electrons with the nuclei

in the lattice. Although the HFI interaction in graphene is expected to be small,[32], [33] a

surprisingly large value for the HFI coupling was found in 13C single-walled carbon nanotube

(SWCNT) double quantum dots.[34] In fact, the direct determination of the HFI strength in

graphene is still missing.

A possible way to resolve the HFI in graphene could be the use of magnetic resonance

spectroscopy.[35] This method is employed to gather precise and highly detailed informa-
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tion on electron spins and nuclear spins and was utilized to determine the HFI in conven-

tional semiconductors by studying the nuclear spin relaxation time.[36]–[38] It is possible

to enhance the sensitivity of magnetic resonance spectroscopy regarding nuclear effects sig-

nificantly by exploiting the Overhauser effect in a process referred to as dynamic nuclear

polarization (DNP).[39], [40] In two-dimensional electron systems (2DES), magnetotransport

studies can be combined with resistively-detected electron spin resonance (RD-ESR) and

resistively-detected nuclear magnetic resonance (RD-NMR) spectroscopy.[41], [42] Such RD-

ESR measurements unveiled ultra-low energy gaps in the energy spectrum and have provided

an exact determination of the g-factor in large area graphene grown by chemical vapor depo-

sition (CVD).[43]–[45]

This thesis will investigate CVD grown isotopically enriched 13C monolayer and few-layer

graphene by employing low-temperature magnetotransport measurements combined with RD-

ESR and RD-NMR spectroscopy. 2D materials with controlled isotopical composition such

as 13C graphene are excellent platforms to study spin dynamics for quantum information

applications.[46] Therefore, the goal of this work is to facilitate RD-NMR measurements

on 13C graphene in the future by evaluating multiple approaches under numerous parameter

settings. This would allow elevated nuclear-spin studies to provide a thorough understanding

of the electron-spin nuclear-spin interactions which will not only be momentous for graphene

spintronic applications but for quantum spin physics in general.

The first chapter of this work describes the fundamental physics of graphene and elucidates

magnetotransport measurements at low temperatures. This is followed by an introduction of

magnetic resonance spectroscopy with focus on the hyperfine interaction and its sensitivity.

The second chapter presents details on the sample fabrication and describes the experimen-

tal equipment used to perform the measurements. The results of these measurements are

presented and discussed in chapter three of this work. In the final chapter, the summarized

findings are accompanied by ideas to improve future experiments.
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2. Theoretical Background

2.1. Graphene Theory

Graphene is a single two-dimensional layer of carbon atoms arranged in a hexagonal hon-

eycomb lattice, consisting of two equivalent sublattices A and B, as shown in Fig. 2.1. The

exceptional structural and electronic properties of this material derive from the sp2 hybridiza-

tion of the carbon where each atom forms three in-plane σ bonds. Since carbon has 4 valence

states, the remaining state forms an out-of-plane pz orbital binding covalently with neighbour-

ing atoms, resulting in the formation of a π band. This π band is half filled as each p orbital

is contributing one electron. Regarding the nature of half-filled bands in transition elements,

Castro Neto et al.[18] employ a tight binding approach to derive the electronic band structure

of graphene. The main results are presented in the following section.

The two sublattices of graphene give rise to a triangular lattice with a basis of two atoms

per unit cell. The lattice vectors are given by

a1 =
a
2
(3,
√

3), a2 =
a
2
(3,−

√
3), (2.1)

with the lattice parameter a≈ 1.42 Å, describing the distance between neighbouring carbon

atoms. The nearest neighbour vectors can be written as

δδδ 1 =
a
2
(1,
√

3), δδδ 2 =
a
2
(1,−

√
3), δδδ 3 = −a(1,0), (2.2)

while the second-nearest neighbour vectors are given by

δδδ
′
1 = ±a1, δδδ

′
2 = ±a2, δδδ

′
3 = ± (a2−a1) , (2.3)
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and the reciprocal-lattice vectors in momentum space are described by

b1 =
2π

3a
(1,
√

3), b2 =
2π

3a
(1,−

√
3). (2.4)

At the corners of the graphene Brillouin zone, seen in Fig. 2.1 b), the K and K′ points are

located. These points are also called Dirac points for their extraordinary physical properties,

which are of great importance for the behaviour of graphene and will be described later. The

coordinates of these points are given by

K =

(
2π

3a
,

2π

3
√

3a

)
, K′ =

(
2π

3a
,− 2π

3
√

3a

)
. (2.5)

Figure 2.1. a) Graphene lattice in real space, where each grey and black dot represents a car-
bon atom in sublattice A and B, respectively. The unit cell of the two-dimensional
honeycomb lattice is indicated by the blue rhombus. The green arrows mark the
lattice vectors a1,2 and the nearest neighbour vectors δδδ 1,2,3. b) Brillouin zone of
the graphene lattice in momentum space with the reciprocal lattice vectors b1,2.
The Dirac points are located at the K and K′ points.

In the tight-binding model, considering that electrons can hop to nearest and second-nearest

neighbour atoms, the Hamiltonian is expressed by

Ĥ = −t ∑
〈i, j〉,σ

(
â†

σ ,ib̂σ , j +H.c.
)
− t ′ ∑

〈〈i, j〉〉,σ

(
â†

σ ,iaσ , j + b̂†
σ ,ib̂σ , j +H.c.

)
. (2.6)

The operator âσ ,i(â
†
σ ,i) annihilates (creates) an electron with the spin σ on site Ri on sub-

lattice A, and equivalently b̂σ ,i(b̂
†
σ ,i) for sublattice B. H.c. describes the hermitian conjugate
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of all terms and the units so defined that h̄ =1. The energy for hopping between nearest

neighbours (between the two sublattice) is described by the variable t, whereas t ′ describes

the energy for second-nearest neighbour hopping (in the same sublattice). This Hamiltonian

yields the energy for the upper (+) and lower (-) π bands:

E±(k) = ±t
√

3+ f (k)− t ′ f (k)

f (k) = 2cos
(√

3kya
)
+ 4cos

(√
3

2
kya

)
cos
(

3
2

kxa
) (2.7)

The resulting band structure is shown in Fig. 2.2 for finite values of t and t ′. The dispersion

relation close to the K and K′ points (as shown in the blow-up) can be obtained by expanding

the energy bands of Eq. 2.7 following the assumption that k = K+q and |q| � |K|,

E±(q) ≈±vF|q|+O
[
(q/K)2] (2.8)

where q is the momentum relative to K and vF = 3ta/2≈ 106 m/s is the Fermi velocity in

graphene.

Figure 2.2. Dispersion relation of the honeycomb lattice in single layer graphene. Left: En-
ergy spectrum (in units of t) for finite values of t = 2.7 eV and t ′ = −0.2t ex-
hibiting the six Dirac points of the Brillouin zone. Right: Magnified view of the
energy bands close to the Dirac points. Image taken from Castro Neto et al.[18]

In the vicinity of the Dirac points, the dispersion relation described by Eq. 2.8 is linear in

momentum and hence vF is independent of energy and momentum. Thus, the charge carriers
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in graphene are often considered as massless Dirac Fermions, since their dispersion is similar

to that of ultrarelativistic particles, which can be described by the massless Dirac equation.

The K and K′ points are therefore commonly referred to as Dirac points.

vF[σ̂ · (−i∇)]Ψ(r) = EΨ(r) (2.9)

The Pauli matrix in the Dirac equation (Eq. 2.9) is denoted with σ̂ = (σx,σy,σz) and the

fermion wave function is described by Ψ(r).

2.2. Magnetotransport

The transport behaviour of charge carriers in graphene is mostly investigated at cryogenic

temperatures to minimize the influence of phonons and to resolve quantum effects, which

require kBT < EF. In order to study the fundamental properties of low-dimensional charge

systems, an external magnetic field is applied while the electrical resistance is measured. In

such magnetotransport measurements, the typical sample layout for two-dimensional (2D)

carrier systems is a Hall bar geometry as shown in Fig. 2.3. The current is injected via the

source contact and flows in x-direction to the drain contact while the magnetic field Bz is

applied perpendicular to the sample plane. Additional contact pairs allow the detection of the

longitudinal and transverse voltages Vxx and Vxy.

When a magnetic field is applied perpendicularly to a current through a conductor, charge

carriers will accumulate at one side of the conductor due to the Lorentz force FFFL = qvvv×BBB.

This is compensated by the resulting Coulomb force FFFC = qEEE leading to a constant transverse

Hall voltage Vxy.

For 2D systems like graphene, the Hall resistivity is given by

ρxy =
Vxy

Ix
, (2.10)

while the longitudinal resistivity can be written as

ρxx =
W
L

Vxx

Ix
, (2.11)
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Figure 2.3. Schematic depiction of the Hall bar geometry used to perform magnetotrans-
port measurements on 2D carrier systems. The electrical current Ix flows in
x-direction and the perpendicular magnetic field Bz points out of plane. Lon-
gitudinal and transverse voltages Vxx and Vxy are detected at the indicated contact
pairs. The longitudinal resistivity can be calculated with the geometric parame-
ters width W and length L.

with the geometric parameters W and L from Fig. 2.3. The resistivity can also be expressed

by components of conductivity tensors

ρxx =
σxx

σ2
xx +σ2

xy
,

ρxy =
σxy

σ2
xx +σ2

xy
.

(2.12)

Many important quantities can be extracted from ρxx and ρxx such as the charge carrier

density n and the mobility µ

n =
B

eρxy
=

(
e

dρxy

dB

)−1

, (2.13)

µ =
1

enρxx,(B=0)
. (2.14)

Furthermore, with n and µ , the mean free path of ballistic transport lm can be written as

lm =
hµ

2e

√
n
π

, (2.15)

with the corresponding scattering time τm = lm/vF. The described quantities above are of-

ten referred to as electronic quality factors of the investigated 2D carrier system since they are
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influenced by defects. Among those are charged impurities, vacancies and grain boundaries.

The charge carriers are also influenced by the intrinsic ripples of graphene which induce an

electrochemical potential variation and occur even when placed on a flat substrate. In ultra-

clean hBN-encapsulated samples these ripples might be suppressed.[47]–[49]

In the quantum hall regime, i.e. at sufficiently strong magnetic fields and low temperatures

(ωcτ � 1), the Lorentz force reduces the charge carrier motion into discrete cyclotron orbits.

Under these conditions, the density of states condenses into a set of Landau levels (LL). The

correlated quantized energy levels EN can be described by a quantum mechanical oscillator

model and for graphene are given by

EN = ±h̄ωc
√

N, (2.16)

with the introduction of minimal coupling[18] and where N is the LL index and ωc is the

cyclotron frequency

ωc = vF

√
2eB

h̄
. (2.17)

Each LL is four-fold degenerate due to spin and sublattice degeneracy. In real samples

disorder introduces localized states that broaden the energy levels.

When the Fermi energy lies in a LL, states are available that carriers can scatter into, re-

sulting in a finite ρxx. If the Fermi energy is situated in between the LL, either by changing

the gate voltage or by adjusting the magnetic field, which acts on the filling of the LL, scat-

tering becomes suppressed due to the lack of available states leading to ρxx = 0 and σxx = 0.

The described behaviour of the longitudinal resistivity is shown by the green solid line in an

exemplary measurement in Fig. 2.4.

The quantization of the Hall resistance in steps of 4e2/h can be explained by the Landauer

Büttiker picture and the edge channel model. At the sample edges, the potential increases

towards the vacuum. The LL are therefore bent upwards at the edges, crossing the Fermi en-

ergy and forming conduction channels with available states for transport. Since each channel

contributes with the quantum conductance of e2/h, and each LL is four-fold degenerate, the

Hall plateaus are separated by 4e2/h. As an increasing magnetic field energetically separates

the LL, fewer edge channels are available for transport at EF, thus leading to an increase of
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Figure 2.4. Half-integer quantum Hall effect in monolayer graphene at B=14 T and T=4 K.
Hall conductivity σxy and longitudinal resistivity ρxx are plotted as a function of
charge carrier density. Note that Hall conductivity is plotted instead of resistivity
to avoid the discontinuity at n ≈ 0. The Hall plateaus are spaced by 4e2/h and
appear at the same positions as the minima in ρxx.[15]

ρxy. Shown in red in Fig. 2.4 is the Hall conductivity which increases as more LL become

available with higher filling factor ν . The nature of the filling factor ν = 4(N + 1/2) in

graphene is the reason why this phenomenon is termed half-integer quantum Hall effect.

2.2.1. Control of the Charge Carrier Density

The charge carriers in graphene exhibit extraordinary behaviour originating from the unique

band structure described in Section 2.1. In the low energy region of the spectrum, the bands

behave point symmetric to the point of crossing, i.e. the Dirac point. Hence, in contrast

to conventional semiconductors, graphene is said to obey electron-hole symmetry.[16], [50]

As a consequence, the same carrier density for electrons and holes is expected at the same

energetic distance from the Dirac point. The charge carrier density n in graphene can be

controlled by electrostatic gating, involving capacitive coupling between a (metallic) back-

gate and the graphene sheet. As shown in Fig. 2.5, by applying a voltage Vg to the back-gate,

the charge carrier density can be tuned continuously between electrons and holes, also known

as ambipolar field effect.



10 2. Theoretical Background

Figure 2.5. Gate voltage sweep of an exfoliated monolayer graphene sample at 1 K and 0 T.
The back-gate voltage allows to tune the charge carrier density n between elec-
trons and holes, as indicated by the inset. The resistivity maximum is very close
to 0 V which speaks for low extrinsic doping.[16]

The point of maximum resistivity is reached when the Fermi energy is located directly at

the Dirac point. Close to T = 0 K, the concentration of electrons and holes near the Dirac

point should be minimal and equal. For that reason, the point of maximum resistivity is also

dubbed charge neutrality point (CNP).

A gate voltage sweep across the CNP can give qualitative information regarding the mo-

bility. A rapid decrease in resistivity upon addition of charge carriers is the result of a high

carrier mobility, which is usually observed in exfoliated graphene samples as measured in

Fig. 2.5. Monolayer graphene grown by chemical vapor deposition (CVD) often demon-

strates lower mobilities and generally a broadened CNP.[44], [51]

Furthermore, in real graphene samples the charge carrier density n requires a careful evalu-

ation. Due to charged-impurities and electron-hole puddles that induce potential fluctuations,

the carrier density is finite at the Dirac point. Hence, the equal but finite electron and hole

concentrations at the CNP both contribute to transport. In a regime close to the CNP, it is rea-

sonable to employ the model of two carrier transport as presented by Hilke et al. (2014).[52]

At low magnetic fields where no Landau quantization is present (i.e. ωcτ � 1), the Drude
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model can be employed to evaluate the transport. By assuming a constant mobility µ =

µe = µh and that the total resistivity is given by the contribution of each carrier type ρtot =

(σe +σh)
−1, the resistivity at BBB = 0 reads as following

ρxx(0) '
1

eµ(p+ n)
. (2.18)

After extraction of p+ n from Eq. 2.18, where n (p) are the individual densities for elec-

trons (holes), it is possible to calculate the difference of both n− p with

n− p =
ρxy

BBB
e(p+ n)2. (2.19)

Consequently, for voltages close to the CNP, the charge carrier density is determined by

Eq. 2.19 and far away from the CNP, n is extracted directly from the Hall resistivity as de-

scribed in Eq. 2.13. In the monolayer graphene samples presented in this work the residual

charge carrier density at the CNP n∗ is in the order of∼ 1012 cm−2. Derivation and details on

the calculation of n∗ can be found in the work of Adams et al. (2007).[53] Alternatively, the

charge carrier density can also be calculated in good approximation from a capacitive model

n =
Cg

e
(Vg−VCNP)+ n∗, (2.20)

where VCNP is the back-gate voltage at the CNP. The gate capacitance Cg is given by

Cg =
Aκε0

tiso
, (2.21)

as graphene is electrically isolated from the back-gate by an insulating layer of thickness

tiso and relative permittivity κ . A is the graphene area and ε0 is the vacuum permittivity. In

the samples presented in this work, the insulating layer usually consists of a 300 nm thick

oxide layer on top of highly p-doped silicon, which forms the back-gate. When modelled in

series, other capacitances can be neglected as Cg becomes the dominating factor due to the

small thickness of the oxide layer.
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2.3. Quantum Interference Effects

Quantum interference effects can be seen in samples with length L much larger than the

phase coherence length Lφ , i.e. the length over which the phase of the charge carrier wave

function is conserved.[54], [55] At the same time, the correlated phase coherence time τφ must

be larger than the elastic scattering time τp so that the charge carrier phase remains conserved

over several scattering events. At low temperatures, the number of inelastic scattering events,

e.g. phonons, is reduced and if the previous conditions are fulfilled the weak localization

(WL) effect can be observed. As shown in Fig. 2.6, this effect arises from the constructive

interference of two time-reversed electronic paths enclosing a circle in the clockwise and

anti-clockwise directions.

Figure 2.6. Schematic depicting the origin of the weak localization effect where the electron
is scattered at several impurities (green dots). The blue and red paths represent
clockwise and counter-clockwise trajectories of two time-reversed paths which
interfere constructively, resulting in an increased resistivity.

If the phase is preserved over both paths, constructive interference at the point of origin

is possible leading to an increased possibility of backscattering. Macroscopically measur-

able, weak localization results in an increase of resistivity in the absence of a magnetic field.

Application of an external magnetic field B breaks the time reversal symmetry and cancels

constructive interference by introducing a phase difference between the two paths. Therefore,

one of the two paths will have a higher probability and weak localization diminishes mono-
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tonically with B. Hence, the magnetoresistance data exhibit a peak at BBB = 0 T, which can be

seen exemplary in Fig. 2.7.

Figure 2.7. Lonigtudinal magnetoresistance of a single-layer 13C graphene sample at 4.2 K
with a strong weak localization peak at B=0 T.

Additionally, in material systems which display strong spin-orbit coupling, spin and mo-

mentum of the charge carriers are associated leading to opposite signs of the wave functions

for clockwise and anti-clockwise directions. As the interference now becomes destructive,

backscattering is suppressed and conductivity is enhanced. This process is referred to as weak

antilocalization (WAL). Although graphene is known to have only weak spin-orbit coupling,

weak antilocalization can nevertheless occur due to chiral charge carriers, where backscatter-

ing events that change the sublattice spin are forbidden. In the samples studied, WL seems to

be dominating over WAL, which is expected for graphene coupled to its substrate. The asso-

ciated theory and mathematical description to localization effects was developed by McCann

et al.:[56]

∆ρ = ρ(B)−ρ(0) = −e2ρ2

πh

[
F
(

B
Bφ

)
−F

(
B

Bφ+2Bi

)
−2F

(
B

Bφ+Bi+B∗

)]
,

F(z) = lnz+Ψ
(1

2 +
1
z

)
,

Bφ ,i,∗ =
h̄

4Deτ
−1
φ ,i,∗,

(2.22)
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with the digamma function Φ, the diffusion constant D, and scattering times τφ ,i,∗ for phase

coherence (φ ), intervalley (i) and intravalley (*) scattering. By evaluating the magnetoresis-

tivity in the presented graphene samples with Eq. 2.22, the WL peaks can be analyzed and

the degree of valley symmetry breaking is reflected.

2.4. Magnetic Resonance Spectroscopy

In experimental physics, magnetic resonance spectroscopy is known as the study of either

electron or nuclear spins under an externally applied magnetic field in interaction with elec-

tromagnetic radiation. In the following sections, the different methods used in this work are

presented together with the fundamentals of the underlying physics.

2.4.1. Electron Spin Resonance

The use of electron spin resonance (ESR) measurements has shown to be highly suitable to

study the fundamental properties of two-dimensional carrier systems such as graphene. The

method, which is also known as electron paramagnetic resonance, is a remarkably useful tech-

nique to examine materials with unpaired (paramagnetic) electrons. While electromagnetic

radiation is applied monochromatically, the sample is held in a very strong magnetic field.

Positioned in such a static magnetic field B, an electron spin s aligns itself either parallel or

antiparallel to the magnetic field direction. As a result, the potential energy is expressed by

EZ = gµBs ·B = gµBmsBz, (2.23)

which is the Zeeman energy where B = Bzêz, g is the g-factor (g = 2.0023 for the free

electron), and µB is the Bohr magneton. The magnetic moment of the electron µµµ is given by

µµµ = −gµBs. (2.24)

The orientation of the electron spin is represented by the eigenvalues of mS =±1/2 which

are referred to as "spin-up" and "spin-down" states of the z-component of the spin operator s.

When BBB > 0 the energy splitting between the two spin states is called Zeeman splitting and
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given by

∆EZ = hν = gµB |∆ms|B. (2.25)

When the energy of an incident photon hν matches this resonance condition, it is absorbed

and induces a spin flip transition of the electron, which is shown schematically in Fig. 2.8.

Figure 2.8. Zeeman splitting of electrons in a magnetic field. A photon of frequency ν meets
the resonance condition of Eq. 2.25 and can induce a transition from spin down to
spin up. Note that the slope of the energy splitting allows an easy determination
of the g-factor.

A more detailed analysis describes the spin flip transition in terms of quantum mechanics.

Here, the magnetic moment µµµ precesses around the external magnetic field. To induce a spin

flip, not only the energy but also the orientation of the magnetic field vector BBBγ of the photon

plays a significant role. The photons that are emitted by the loop antennas used in this work

are linearly polarized. It is best to align the antennas in a way that BBBγ is oriented perpendicular

to µµµ and therefore BBB, so BBBγ can act as a tipping field. The oscillation of BBBγ perpendicular to

BBB can be interpreted as a superposition of two circularly polarized fields which precess in

opposite directions around BBB. When µµµ and BBBγ are in resonance, µµµ flips by precessing around

BBBγ .
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2.4.2. Low Energy Gaps in Graphene

In ideal graphene, close to the Dirac points, the charge carriers exhibit spin and valley de-

generacy, which is a reflection of the sublattice degeneracy. The electronic states are thus

four-fold degenerate. Under certain symmetry breaking conditions, alterations to this ideal

picture have to be made that introduce small energy gaps in the range of a few µeV to the

band structure of graphene. These low-lying energetic bands can be accessed by ESR at

low temperatures. In particular, ESR studies on the low energy gaps resulting from intrinsic

spin-orbit coupling (ISOC) and sublattice splitting are discussed below.

The introduction of ISOC modifies the band structure of graphene in a way that a small

gap ∆I ∼ 45 µeV opens at the Dirac points. To investigate this ISOC gap, Sichau et al.

employed resistively-detected electron spin resonance spectroscopy (RD-ESR) where the ab-

sorption of radiation is detected as a change of resistance.[57] As shown in figure Fig. 2.9 a),

two V-shaped resonance signatures are visible in the transport data. The lower resonance

interpolates to the origin of the graph and can be identified as the Zeeman resonance. The

upper resonance feature which is shown in green intercepts the frequency axis at 10.2 GHz.

The energy value of the ISOC gap ∆I which separates the two resonances can therefore be

determined to be 42.2 µeV.

In contrast to the ISOC gap which is generated by the atomic spin-orbit interaction in 2D

carrier systems, sublattice symmetry breaking in van-der-Waals materials can arise due to

coupling to the substrate.[58][59] An example for this is the encapsulation of graphene with

insulators, such as hexagonal boron nitride (hBN).[21][49] Having a small lattice mismatch of

about 1.8 % between the two hexagonal lattices the symmetry breaking favors energetically

one of the two sublattices A and B in graphene on hBN (GohBN). This can lead to the

modification of the band structure including the opening of a gap.[58][59] An experimental

RD-ESR study on GohBN by Singh and Strenzke et al. was able to resolve two resonance

signatures in addition to the Zeeman resonance and the resonance separated by the ISOC

gap.[60] These two resonance features, as marked by the yellow dashed lines in Fig. 2.9 b),

are energetically located ±∆γ ∼ 20 µeV above and below the Zeeman resonance.
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Figure 2.9. a) RD-ESR study at T = 4.2 K on the ISOC gap in graphene. Two resonance
features appear in the transport data. The lower resonance (red dashed line) is
the Zeeman resonance and interpolates to the origin. The ISOC gap separates
the upper resonance (green dashed line) from the Zeeman resonance. The energy
difference between the resonances corresponds to 42.2 µeV. b) ESR data of a
graphene on hBN sample at T = 1.3 K. Compared to a), two additional resonance
signatures (yellow dashed lines) are visible. These resonances are energetically
spaced by ±∆γ ∼ 20 µeV from the Zeeman resonance, which potentially results
from sublattice splitting. The dashed lines are a guide to the eye. Figures adapted
from Sichau et al. and Singh et al.[57][60]

The appearance of these resonances can be explained by a low energy gap ∆γ that is intro-

duced to the band structure of graphene by hBN induced sublattice splitting.

2.4.3. Hyperfine Interaction

The hyperfine interaction (HFI) in materials with non-zero nuclear spin can effect the electron

spin resonance. Similar to the effects presented in section 2.4.2, the HFI allows to resistively

detect the nuclear Zeeman splitting which can to provide useful information. The origin of the

hyperfine coupling is the interaction between the magnetic moments of electrons and nuclei

arising from their individual spins. Similar to electrons with spin s, nuclei can have a total

spin I depending of the number of assembled protons and neutrons. As shown in Fig. 2.10,

the electron with its own magnetic moment µµµe is located in the magnetic dipole field resulting

from the magnetic moment of the nucleus µµµN and vice versa.
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Figure 2.10. Interaction of the magnetic moment of the electron (µµµe, blue) with the nuclear
dipole magnetic field BN originating from the nuclear magnetic moment (µµµN ,
red). Note that µµµN in turn also interacts with the dipole magnetic field of µµµe.
This hyperfine interaction leads to a further splitting of the electronic fine struc-
ture.

The hyperfine coupling consists of two main contributions which are the dipole interaction

and the isotropic Fermi-contact interaction. As the electron moves around the nucleus their

dipole interaction can be visualized as in Fig. 2.10. Close to the nuclei where the electronic

and nuclear wave functions overlap, the field of the nuclear magnetic moment is not dipolar

any longer and the interaction becomes qualitatively different. This non-dipolar interaction is

described by the isotropic Fermi-contact interaction which requires a finite electron density

at the nucleus. Since p-, d- and f -orbitals show nodes at the nucleus, the Fermi contact

interaction contribution of these orbitals to the overall hyperfine interaction is small and often

neglected.

The effective spin-Hamiltonian of the hyperfine interaction can be written as

ĤHFI = sssĀAAIII (2.26)

where the hyperfine interaction tensor ĀAA describes the coupling between the electron spin

sss and the nuclear spin III.[32] In more detail, ĀAA can be decomposed into the individual contri-

butions by the dipole interaction Adip and the isotropic Fermi-contact interaction Aiso. Since

the HFI tensor directly reflects the electron density at the position of the nucleus, the HFI

strength depends on the orbital wavefunctions of the material.
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To illustrate the influence of the orbital wave function on the HFI, theoretically estimated

and experimentally extracted HFI constants are presented in table 2.1 accompanied by re-

lated experimental parameters. Values are shown for carbonaceous graphene-like structures,

in which the conduction electrons occupy the p-orbitals, compared with GaAs quantum wells

(QWs), where the effects of the s-orbitals are dominant and AlAs QWs, where the contribu-

tion is mixed between s- and p-orbitals. The nuclear-spin properties of the two-dimensional

systems of GaAs and AlAs are well known and have been extensively studied with magnetic

resonance spectroscopy in the past.

Table 2.1. The hyperfine interaction strength, nuclear-spin relaxation time, Overhauser shift
and polarization are shown for different materials. Estimated theoretical values
are indicated in italics. The well studied hyperfine effects of GaAs and AlAs are
dominated by the influence of s-orbitals. The p-orbital character of the graphene-
like structures is expected to result in a weaker HFI strength.

Material
Electronic

orbital
Hyperfine

interaction /µeV
Nuclear-spin

relaxation time Overhauser shift Polarization Reference

p-doped GaAs s-orbitals

69Ga: A = 74
71Ga: A = 94
75As: A = 89

<1 s 100 mT optical pumping Paget, Lampel 1977[61]

GaAs QW s-orbitals T1 = 3-14 min 200 mT ESR, <16 % Berg et al. 1990[41]

GaAs QW s-orbitals 4 T optical pumping Kukushkin et al. 1999[36]

AlAs QW
s- and

p-orbitals
75As: A≈ 45 T1 = 80-200 min

40 mT
250 mT ESR, 16 % Shchepetilnikov et al. 2016[42]

Graphene p-orbitals 13C: A = 0.353 Yazyev 2008[32]

Graphene p-orbitals
13C: Adip = 0.302

Aiso = -0.182
Dora, Simon 2009[62]

C60 fullerenes p-orbitals 13C: A = 0.532 Pennington, Stenger 1996[33]

SWCNT double
quantum dots p-orbitals 13C: A = 100-200 T1 = 10 min 6.1 mT Churchill et al. 2009[34]

SWCNT p-orbitals
13C: A = 0.36

Aiso = 0.22-2.2
Kiss et al. 2011[63]

Carbon fibers p-orbitals 0.1-0.5 µT ESR Herb, Denninger 2018[64]

In the conventional semiconductor QWs of GaAs, the conduction electrons occupy the s-

orbitals which is why the wavefunctions of the electrons and the nuclei of the three isotopes
69Ga, 71Ga and 75As share a large overlap. Therefore, the isotropic Fermi-contact interaction

is the main contributor to the HFI in this material. The HFI strengths were determined to be

in the range of 70 - 90 µeV.[61] If gallium is replaced by aluminum like in AlAs QWs, the rel-

ative number of electrons in s-orbitals in the QWs is significantly reduced since the electrons

in Al occupy the p-orbitals. Experiments and calculations show that the main contribution to

the HFI in this system is given by the arsenic nuclei.[42] Furthermore, the hyperfine coupling

between the electrons and the As nuclei is even suppressed by a factor of ≈ 2 as compared

to GaAs. The p-orbitals of aluminum seem to have no measurable hyperfine effects. These
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results indicate the importance of the isotropic Fermi-contact interaction for the overall hy-

perfine coupling strength in a material.

Since the conduction electrons in graphene and other carbonaceous structures such as

single-walled carbon nanotubes (SWCNTs) or C60 fullerenes are solely located in p-orbitals,

the isotropic Fermi-contact interaction and therefore the overall HFI is expected to be small

compared to GaAs. Theoretical estimations have found values in the range of 0.3 - 0.5 µeV

for the hyperfine coupling constant of the 13C isotope.[32], [33], [62] Therefore, it came to sur-

prise when an experimental study on the transport of SWCNT double quantum dots deter-

mined the hyperfine interaction of 13C to be at least two orders of magnitude larger than pre-

viously anticipated.[34] The results were supported by a subsequent electron relaxation and

dephasing time study on the same sample.[65] A reinterpretation of these results by Kiss et al.

who applied the Tomonaga-Luttinger-liquid framework instead of the Fermi-liquid theory to

describe the observed low energy excitations in metallic SWCNTs seemingly explained the

discrepancy.[63] Even more detailed corrections to the HFI in SWCNTs were reported which

will not be discussed in this work.[66]

After experimental studies failed to resolve nuclear effects in graphene, the general absence

of hyperfine effects was reported.[67] Hence, the HFI of Dirac electrons 13C in graphene-like

structures remains to be measured directly and is therefore still an unsolved issue.[62], [68]

Potentially, a more sophisticated method like the one presented by Herb and Denninger[64] is

powerful enough to resolve the hyperfine effects in 13C graphene. A more detailed look on

this technique and the experimental parameters shown in table 2.1 is given in the following

section.

2.4.4. Nuclear Magnetic Resonance

The method of nuclear magnetic resonance spectroscopy (NMR) is a widely used technique

to examine the structure of molecules and therefore has many fields of application, e.g.

medicine, chemistry and materials science. Similar to the previously discussed method of

ESR, NMR utilizes the Zeeman splitting of spins under the influence of an external magnetic

field to induce spin flip transitions via electromagnetic radiation. Qualitative differences are

the nature of spin (nuclear instead of electron) and the magnitude of the Zeeman splitting

(thousand times smaller). Because of the latter, it is necessary to perform NMR at cryogenic
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temperatures T < 1 K to avoid thermal excitation between the spin levels.

Furthermore, NMR can be employed on solid state structures such as two-dimensional elec-

tron systems (2DES) to investigate electron-spin nuclear-spin interactions. Typically, these

kind of systems are probed with resistively-detected nuclear magnetic resonance spectroscopy

(RD-NMR) where the absorption of radiation is detected as a change of resistance. A typical

measurement on GaAs QWs is shown in Fig. 2.11, in which the nuclear resonance can be

identified by the sharp drop in resistance of the blue solid line followed by a recovery to the

initial resistance value. The recovery indicates how easily the nuclear spin system can return

to its polarized state by interacting with the electrons and is therefore a direct reflection of

the nuclear relaxation rate.

Figure 2.11. Exemplary RD-NMR measurement on GaAs QWs at B=5 T and T=13.5 mK.
The blue solid line is obtained by a regular RD-NMR measurement. The red
curve shows the measurement at a different nuclear spin polarization.[69]

Crucial to the realization of a successful NMR measurement in 2DES where only very few

nuclei are in contact with the electronic system is the achievement of a high nuclear spin

polarization. As will be discussed in the next section, it is beneficial to perform magnetic

resonance measurements at low temperatures and high magnetic fields to obtain significant

spin system polarizations. Moreover, there are different techniques to further enhance the

polarization of the nuclear spin system. Traditionally, such a process is referred to as dy-
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namic nuclear polarization (DNP). These techniques have in common that they generate a

nonequilibium spin polarization of the nuclei by transferring momentum through spin flips

from the electronic system to the nuclear system. The transfer of momentum is mediated via

the hyperfine interaction.[40]

Different methods have been developed to induce high electron spin polarizations. In semi-

conductors, circularly polarized light can be utilized to induce electron-hole pairs with polar-

ized spins.[36], [61], [70] This method was already presented in 1968 by Georges Lampel where

optical pumping leads to DNP of 29Si nuclei.[71] However, this method is not applicable to

graphene. Therefore, a study on the hyperfine effects in 13C graphene utilized spin-valve

devices to investigate the spin transport properties. To enhance the hyperfine effects in the

samples, a spin-polarized dc current was induced with limited success, since a maximum

electron spin polarization of 2.5 % was achieved. For this method, only a fraction of the con-

duction electrons can contribute to the DNP consequently leaving the nuclear effects to an

experimentally unresolvable magnitude.

A more fruitful approach to polarize nuclear spins is with the aid of ESR. As discussed in

section 2.4.1, when the resonance condition Eq. 2.25 is fulfilled for a long period of time, the

ESR transition is saturated and a significant DNP can be achieved. Hence, the main focus of

this work will be the combination of ESR and NMR to probe the hyperfine coupling in 13C

graphene. A (partially) polarized nuclear spin system in turn acts on the electrons with an

additional effective magnetic field B∗N . As a result, the resonance peak is shifted by ∆BBB to a

different external magnetic field position as the Zeeman energy is given by

∆EZ = gµB |∆ms| (BBB+∆BBB). (2.27)

This effect is known as the Overhauser shift and increases with the magnitude of the total

nuclear spin polarization. As shown in Fig. 2.12 for a GaAs QW structure, the resonance is

shifted to lower field during the polarization of the nuclei with ESR. The Overhauser shift is

largest at the maximal experimentally achievable nuclear polarization. The rate of the nuclear

spin relaxation is accessible by studying the decay rate of the Overhauser shift i.e. the nuclear

magnetic field B∗N over time as shown in the inset.
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Figure 2.12. Magnetoresistivity of a GaAs QW heterostructure under microwave irradiation
at T=1.3 K. At the resonance field of BBB = 5.7 T ESR occurs, with the nuclear
spins being in equilibrium. The other ESR peaks, taken with the same mi-
crowave frequency, are shifted from the initial position by an Overhauser shift
∆BBB. The inset shows the time dependent decay of the nuclear magnetic field B∗N
which causes the Overhauser shift.[41]

The Overhauser shift and the nuclear relaxation rate indicate the strength of the HFI inter-

action. For GaAs, the strong HFI is mirrored by large Overhauser shifts up to 4 T and fast

nuclear relaxation rates shown in table 2.1.[41] Hence, a strong HFI enables high nuclear

polarizations with ESR and thus large Overhauser shifts. In turn, the nuclear spins are more

likely to exchange momentum with the electron spins leading to a high nuclear relation rate.

Experiments on AlAs QWs show a smaller Overhauser shift and much longer nuclear re-

laxation times up to 200 min, indicating a much smaller HFI in this material.[42] Theoretical

studies have estimated the HFI in graphene to be as small as≈ 0.3µeV.[32] The experimentally

obtained Overhauser shifts for 13C in natural abundance in graphene-like stacked structures

inside carbon fibers are compatible with the estimated HFI strengths.[64]

These carbon fibers were examined by a double resonance technique that combines ESR

and NMR. Resonant depolarization by electromagnetic radiation at the resonance frequency

of the nuclear spins destroys B∗N and thus diminishes the Overhauser shift. As conventional
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RD-NMR measurements are sensitive to a change in resistance, the NMR signal for the dou-

ble resonance technique is represented by the deviation of the ESR signal. This method is

highly suitable to probe small nuclear effects due to a constant DNP which enhances the

sensitivity.

2.4.5. Sensitivity of Magnetic Resonance Spectroscopy

The nuclear spin properties of two-dimensional electron systems can be examined by com-

bining resistively-detected electron spin resonance (RD-ESR) and resistively-detected nu-

clear magnetic resonance spectroscopy (RD-NMR). Unlike classical magnetic resonance

spectroscopy methods, where the absorption of the electromagnetic radiation is detected by

a spectrometer, this method is sensitive to the influence of spin excitations on the overall re-

sistivity of the sample. To obtain a significant resonance signal, a non-zero spin polarization

is required that promotes photon absorption. Since the net absorption of photons with match-

ing frequency inducing a transition from spin down to spin up increases with increasing spin

system polarization, the latter can be understood as a direct representation of the sensitivity

of the probing method.

For RD-ESR in graphene, microwave radiation in the GHz regime is used, corresponding

to the magnitude of the magnetic field and the g-factor of graphene. The g-factor depen-

dence of ESR measurements allows to calibrate[64] and determine g-factors, as for monolayer

graphene in RD-ESR measurements to be g ≈ 1.952.[57] Since microwave radiation is ap-

plied to the sample at low temperatures (T ≤ 4.2 K), thermal activation of the charge carriers

can be expected. Thus, an overall increase of the conductivity can be observed as more car-

riers become available at the Fermi energy. Furthermore, the temperature greatly influences

the population between the two spin states following the Maxwell-Boltzmann law. At ther-

mal equilibrium, the spin-down state is energetically favourable and therefore accommodates

more electrons. The Boltzmann distribution for the number of electrons in opposing spin

states N↑ and N↓

N↑
N↓

= exp
(
−∆EZ

kBT

)
= exp

(
−gµBBz

kBT

)
(2.28)

with the Boltzmann constant kB describes the electron spin polarization. For nuclei the
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Zeeman energy depends on the gyromagnetic ratio γ of the nuclei (γ = 10.705 MHz/T for
13C) and is much smaller compared to electrons. This results in a weaker spin polarization at

the same temperature which is described by Eq. 2.29.

N↑
N↓

= exp
(
−hγBBB

kBT

)
(2.29)

In Fig. 2.13 the Boltzmann distributions for electrons and nuclei of 13C graphene are com-

pared. The calculations directly reflect the sensitivity of the associated resonance method.

For ESR, the ratio N↑/N↓, differs significantly from unity at temperatures below 10 K and a

moderate field of 1 T. Therefore, a sufficiently high electron spin polarization is guaranteed

at liquid helium temperatures (4.2 K) to perform ESR measurements with high sensitivity.

Figure 2.13. a) Calculated values for the temperature dependent number of electrons in op-
posing spin states following the Maxwell-Boltzmann law Eq. 2.28 at different
magnetic field values that can be applied during ESR. b) The temperature scale
of significant spin polarization is three orders of magnitude smaller for the nu-
clei of 13C graphene. Achieving a good sensitivity is therefore the biggest chal-
lenge when performing NMR on this system.

In contrast, even under the influence of stronger magnetic fields, the nuclear spin polariza-

tion would not exceed 1 % at 4.2 K. Hence, to obtain adequate sensitivities NMR should be

operated at mK-temperatures and at the highest possible fields.

In the analysis of the acquired ESR data, a simple method can be employed to enhance
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the visibility of the resonance signal. A previously recorded background spectrum without

microwave radiation is subtracted from the ESR spectrum. As a result, only the ESR peaks

at the the position of the magnetic resonance field ±BBBres and the weak localization peak at

BBB = 0 T should remain in the adjusted data. The weak localization peak remains because of

the temperature sensitivity of its effect.
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3. Experimental Part

This chapter will provide information about the experimental procedure starting with an intro-

duction of the graphene sources, continuing by describing the sample fabrication and conclud-

ing with the measurement setup. As this work focusses on the resolution of hyperfine effects

in graphene, special attention should be paid to the different aspects in device fabrication

to enhance the desired effects. Unfortunately, in the scope of this work it was not possible

to realize measurements on all different devices that were fabricated. Hence, additional ap-

proaches to improve the devices regarding the resolution of nuclear effects have to be left

for the discussion in the outlook part of this work and only the fabrication of the presented

devices is discussed below.

3.1. Graphene Sources

All graphene samples presented in this work were synthesized by chemical vapour deposi-

tion (CVD). CVD graphene allows sample geometries two orders of magnitude larger than

exfoliated graphene. This is necessary to enhance the signal in ESR and NMR measurements

since significantly more atoms can contribute. The CVD growth of graphene is also the most

promising approach to facilitate mass-production in the future. Most importantly, CVD al-

lows the use of isotopically enriched precursors to produce graphene with 99.9 % 13C instead

of 12C. This is beneficial to observe the hyperfine effects which are expected to be weak for

fully enriched 13C graphene and even more reduced in conventional 12C graphene with a low

natural abundance of 13C isotopes of 1.1 %.

Two kinds of CVD grown 13C graphene on Cu foil were used for the devices presented

in this work. The graphene obtained from the group of Hyun-Seok Kim from the Dongguk

university in Seoul is monolayer 13C graphene which was verified by Raman spectroscopy in
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our group. Several other devices were fabricated from few-layer graphene which was grown

by the group of Dr. Lutz Geelhaar and Dr. Joao Marcelo Lopes at the Paul-Drude Institut für

Festkörperphysik Berlin.

3.2. Sample Fabrication

This section discusses the device fabrication of CVD grown 13C graphene on Cu foil that

was adapted with slight variations from the method developed by Lyon et al. (2017).[51] In

principle, the following process can be applied to other CVD grown 2D materials such as

hexagonal boron nitride with just minor adjustments.

In the first step, a large piece of CVD graphene on Cu foil is spin coated with a protective

layer of "Microchem PMMA 950 A4" at 4000 rpm for one minute and dried at room tem-

perature. After cutting pieces of 7 × 7 mm2 size, the single pieces are placed to float on a

solution of Fe3(NO3)3 ·9H2O and deionized (DI) water for several hours to remove the Cu.

Depending on the thickness of the Cu foil of the different sources, the etching time varies

between six and ten hours. The graphene/PMMA stack is subsequently cleaned at least six

times in pure DI water to remove remaining etching residues. This process also applies for

the CVD hBN used in some devices.

The substrate for all produced samples is a p-doped Si wafer with a 300 nm thick, ther-

mally grown oxide layer. 6 × 6 mm2 sized pieces are cut from the wafer and cleaned with

acetone and isopropanol followed by an oxygen plasma treatment at 300 W for five minutes

to remove remaining organic contaminations. The clean wafer pieces are then prepared for

optical lithography to produce markers and contact pads. This starts by spin coating a layer

of "Microchem LOR 5A" at 4000 rpm for one minute and subsequent baking at 160 °C for

another minute. This is repeated for a layer of "Microchem S1813" photoresist at a baking

temperature of 115 °C. The sample is exposed by a UV lamp for 7 seconds to a pattern to

form a coordinate system and contact pads, shown in Fig. 3.1.

After development in "Microchem MF-319" for 45 seconds, 10 nm Ti as an adhesion layer

and 70 nm Au are deposited via physical vapor deposition (PVD). In the lift-off process, ex-

cess Au is removed with the photoresist in a bath of acetone. After rinsing the wafer with

isopropanol, the LOR 5A layer is dissolved in "Microchem remover 1165". Rinsing in ace-
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Figure 3.1. Design used to produce markers and contact pads. Highlighted in red are 4 of the
16 contact pads that can later be used to electrically connect the selected graphene
area. The green rectangle encloses the coordinate system pattern in the centre of
the sample. This coordinate system (highlighted in blue on the right) allows exact
relocation of the selected graphene area in further processing steps.

tone and isopropanol, followed by the already described oxygen plasma treatment prepares

the sample for the graphene transfer. The floating graphene/PMMA stack is scooped up

from underneath the surface with the wafer. Subsequent drying at 150 °C for 17 minutes

removes any water between the graphene and the substrate. The protective PMMA layer is

then removed by placing the sample in acetic acid for a few hours and subsequent acetone

isopropanol cleaning. To enhance the adhesion to the substrate and to eliminate further con-

taminants, the graphene is annealed at 350 °C for two hours and 200 °C for twelve hours in a

rapid thermal annealer (RTA).

In the next step, the quality of the graphene sheet is examined and the best area is selected

to fabricate devices. Under the previously described conditions, a film of "Microchem S1813"

photoresist is spin coated and a pattern of five stripes is exposed with UV light to the selected

graphene area. After development, the uncovered graphene is removed by oxygen plasma

etching at 300 W for four minutes. Rinsing the sample in acetone and isopropanol removes

the photoresist and the graphene stripes as shown in Fig. 3.2 are obtained.

The number of devices that can be produced is limited by the amount of contact pads (16)

surrounding the coordinate system. For a typical Hall bar geometry, the number of contact
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Figure 3.2. Optical image of five graphene stripes on silicon dioxide after removing any ex-
cess graphene. The Au marker coordinate system allows selection of the best
graphene area.

pads is sufficient for two devices. Hence, in a second selection step, the best two graphene

stripes of the five are chosen for the development of contacts. This is done via electron beam

lithography (EBL) with a "Microchem PMMA 950 A4" resist. The resist is spin coated at

4000 rpm for one minute, followed by five minute baking at 180 °C. A "Voyager 50 kV" EBL

system from "Raith" is used to write the individually designed contact lines, connecting the

graphene stripes to the contact pads, with an area dosage of 350 µC/cm2. The pattern is

developed for 30 seconds in a mixture of isopropanol and methyl isobutyl ketone (MIBK)

(3:1) with pure isopropanol being used as a stopper. Using the exact same conditions for

PVD and lift-off as mentioned above, the contact lines for the finished device are obtained,

which can be seen in Fig. 3.3.
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Figure 3.3. Left: Black areas mark the designed contact lines connecting the graphene stripes
with the contact pads. Right: Optical image of two devices after deposition of
the contacts. The best graphene area for device fabrication has previously been
chosen by optical examination.

3.3. Sample Mount

For all RD-ESR and RD-NMR measurements, the samples are mounted on a clipped chip

carrier that allows electromagnetic radiation from the antenna to reach the graphene without

any obstructions. "Silberleitlack" from "Conrad Electronics" is a conductive silver paint that

attaches the wafer piece to the chip carrier and provides necessary electrical contact to the

back-gate. Due to the evolution of cracks in the oxide layer and subsequent leakage currents

to the back-gate, direct wire bonding on the gold contact pads of the sample is not possible.

Therefore, an alternative method is used to connect the sample to the chip carrier contact pads.

After the first bond on the carrier pad, the wire is cut with a scissor to the appropriate length

and bend to the contact pad on the sample using tweezers. A small drop of silver paint on

both bond sides of the wire ensures electrical contact and adhesion.
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Figure 3.4. Optical image of the wired sample inside the chip carrier. Electrical contact of
the wires to the contact pads on the sample is ensured by small drops of silver
paint.

3.4. Measurement Setup

In the following section, the different experimental setups used to perform low temperature

magnetotransport and magnetic resonance spectroscopic measurements are presented. The

cryostat systems are from "Oxford Instruments" and are referred to as "Atlas", "Prometheus",

and "Shiva".

3.4.1. Atlas: Cryostat with 4.2 K

Atlas is a liquid 4He cryostat with a superconducting magnet that can reach a maximum

perpendicular field of |B|= 5 T. As shown in the schematic drawing in Fig. 3.5, the probe for

this system is placed into the liquid He bath after evacuation to a pressure of ∼ 1 ·10−3 mbar.

The temperature in this system can not be varied and is therefore at a constant liquid He

temperature of 4.2 K. The probe encloses the wiring to the sample and a semi-rigid coaxial

cable that ends in a loop antenna close to the sample that is used to apply the microwave

radiation.
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Figure 3.5. Schematic depiction of the Atlas cryostat. The sample probe is placed directly
into the liquid He bath. The temperature at the sample is at constant 4.2 K.

3.4.2. Prometheus: Cryostat with Variable Temperature Insert

Prometheus is a cryostat equipped with a variable temperature insert (VTI). Here, the probe

is placed in a space that is thermally separated from the liquid 4He bath by an inner vacuum

chamber (IVC). However, liquid helium can flow through a needle valve to the sample space

which is connected to a vacuum pump as shown in Fig. 3.6. Thus, the helium pressure in the

sample space can be controlled by adjusting the flow.

When the He pressure in the sample space is adjusted carefully, it is possible to reach tem-

peratures down to ∼ 1.4 K which can be seen in the phase diagram in Fig. 3.7. Additionally,

a heating coil that is positioned at the needle valve allows temperature control of the He flow

to the sample space. Therefore, temperatures from 1.4 K to room temperature are accessible

with the Prometheus cryostat. Although the system is equipped with a vector magnet system,

only the z-component will be used for measurements in this work. The highest possible field

is reached at |B| = 7 T. Similar to the Atlas cryostat, Prometheus is equipped with a probe

tube that can be evacuated and contains the sample together with a loop antenna.
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Figure 3.6. Schematic drawing of a cryostat with an inner vacuum chamber which contains
the sample probe. By pumping on this inner chamber and control of the He gas
flow with the needle valve, temperatures down to 1.4 K are possible.

Figure 3.7. Phase diagram of 4He. By adjusting the pressure of 4He in the sample space to
approximately 1 kPa, temperatures down to ∼ 1.4 K can be reached.[72]
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3.4.3. Shiva: Dilution Refrigerator

Shiva is a dilution refrigerator which can provide continuous cooling to temperatures below

15 mK. The working principle of such a dilution refrigerator is comparable to evaporation

cooling. However, this system exploits the quantum properties of a mixture of the 3He and
4He isotopes which separates into two distinct phases at low temperatures. 4He has a nuclear

spin of 0 and behaves therefore as a Boson. At low temperatures 4He undergoes a Bose

condensation and becomes a superfluid. In turn, 3He with nuclear spin 1/2 is a Fermion and

thus obeys the Pauli principle. In a 3He/4He mixture, 3He can be dissolved in the superfluid of
4He up to a concentration of∼ 65 % at∼ 800 mK as shown in the phase diagram of Fig. 3.8 a).

For lower temperatures, a phase separation takes place in which the lighter 3He phase floats

on top of the heavier 4He phase. However, at low 3He/4He ratios a stable equilibrium will

form in which a finite 3He concentration around 6 % will be dissolved in the 4He-rich phase.

Figure 3.8. a) Phase diagram of a 3He/4He mixture. Close to T = 0 K, a stable phase system
forms when ∼ 6 % 3He are dissolved in the 4He-rich phase.[73] b) Cooling prin-
ciple of a dilution refrigerator explained in form of a schematic dilution cycle.

As shown in the dilution cycle in Fig. 3.8 b), by pumping on the still, which is kept at 0.7 K,

mainly 3He is evaporated due to its low vapour pressure. After several steps of liquefaction

and cooling the 3He liquid is reintroduced above the phase boundary to the 3He phase in the

mixing chamber. The gas cycle is closed by a line that connects the 4He-rich phase below the
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phase boundary to the still. Pumping 3He from the 4He-rich phase creates a concentration

gradient so that 3He atoms from the 3He-rich phase pass the phase boundary in the mixing

chamber to the 4He-rich phase. This "evaporation" into the 4He-rich phase yields a cooling

effect that acts on the sample which is positioned close to mixing chamber for efficient heat

transfer.

At the sample space which is evacuated to pressures < 1 · 10−4 mbar, two loop antennas

are positioned in a way that two different microwave frequencies can be applied to the sample

at the same time. A schematic picture of the measurement setup is shown in Fig. 4.17. The

superconducting magnet in this system can reach a maximum field of |B|= 12 T.

Figure 3.9. Schematic picture of the measurement setup. The 13C graphene Hall bar with Au
contacts is fabricated on top of a silicon wafer. Two loop antennas are positioned
close to the sample which allows simultaneous microwave irradiation with two
different frequencies.

3.4.4. Measurement Equipment

To investigate the properties of the fabricated devices, each cryostat system is equipped with

several instruments. A standard low-frequency dual lock-in technique is used for the detection

of the magnetoresistance. Therefore, two lock-in amplifiers of the type "Stanford Research

Systems SR830 DSP Lock-In Amplifier" are connected to the sample as depicted in Fig. 3.10.
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Figure 3.10. Schematic layout of the standard dual lock-in technique used in this work to
detect magnetoresistance. The AC output voltage Vout is applied by lock-in 1
to the sample which is placed in series with a 100 MΩ resistor. Lock-in 2 is
receiving a reference signal from lock-in 1. The longitudinal and transverse
voltages between the indicated contact pairs are measured simultaneously by
lock-in 1 and lock-in 2, respectively.

An alternating current (AC) output voltage of Vout = 0.1 V and f = 36.36 Hz is applied by

lock-in 1. Since the presented graphene samples whose resistance is in the order of several

tens of kΩ are placed in series with a 100 MΩ resistor, a nearly constant current of Ix = 1 nA

flows through the sample. Lock-in 2 is receiving a reference signal from lock-in 1 which

enables a phase-sensitive detection of the longitudinal and transverse voltages by lock-in 1

and lock-in 2 at the indicated contact pairs.

A "Keithley 2400 Source Measure Unit" is used to test the contact resistances before and

after the cool-down of the samples, and it is also used to apply the back-gate voltage. The use

of a source-measurement unit allows the detection of gate leakage currents that can potentially

damage the graphene sample.

To apply microwave radiation to the sample with the loop antennas, frequency generators

of the type "Agilent Technologies E8257D PSG Microwave Analog Signal Generator" and

"Agilent Technologies HP8340b" are used. Frequency ranges from 250 kHz to 67 GHz and

from 10 MHz to 26.5 GHz are possible, respectively. Furthermore, the frequency resolution
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of the frequency generators is 0.01 Hz and the output signal can be modulated by frequency

modulation (FM). The signal output is a 1.85 mm connector, and via an adapter to SMA, the

signal is transferred to the 50 Ω coaxial cable in the respective probes. Due to frequency lim-

itations of the coaxial cables and SMA connectors the signal is almost completely attenuated

for frequencies > 40 GHz. An absorption spectrum for the microwave equipment in Shiva is

shown in Fig. 3.11. The recording of the spectrum is limited to 20 GHz due to the available

equipment.

Figure 3.11. Absorption spectrum for the two different coaxial cables and antennas mounted
in Shiva. The recording of the spectrum is limited to 20 GHz due to the available
equipment.

The absorption spectrum shows the highest attenuation around 7 GHz. The attenuation

for the frequencies used for ESR results in an effective output power of ∼ 1 mW. Although

the attenuation is likely to increase at higher frequencies, signals of up to 40 GHz have been

observed to produce an ESR response.
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4. Results and Discussion

This chapter will present the experimental results that were obtained for two different samples.

Sample A is a 13C monolayer graphene sample that was studied at 4.2 K in Atlas. Sample B

consists of 13C few-layer graphene and was first examined in Prometheus at T > 1.4 K. After-

wards, the measurements were continued in a second cooldown in Shiva at mK-temperatures.

Due to their respective temperature ranges, the samples were investigated with a different

focus. Whereas sample A was subject to ESR, magnetotransport and in particular weak lo-

calization studies, thorough magnetic resonance spectroscopy studies on sample B aimed to

resolve nuclear effects. In addition to the data presentation this chapter will elucidate the

data acquisition and analysis. The device geometries and further details on the graphene

characterization are given in the appendix.

4.1. Sample A: 13C Monolayer Graphene

4.1.1. Magnetotransport

As described in Section 2.2, many important properties of a sample can be characterized with

magnetotransport measurements. The gate voltage dependence of sample A between 0 and

30 V is depicted in Fig. 4.1. As shown in a) by the dark blue curve, the CNP of this device

is close to 15.4 V. However, depending on the sweep direction a hysteresis can be observed

for the longitudinal and transverse resistance. This has been previously reported for CVD

graphene samples which were fabricated and studied in a similar fashion.[43], [44], [51] The

effect scales with the amount of absorbed water on the graphene surface and is typical for

graphene on SiO2.[74] Samples in the Atlas system can not be treated with the annealing

procedure in permanent vacuum as presented by Lyon et al. (2017) to remove contaminants

like water.[44]
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Figure 4.1. a) Gate voltage dependent behaviour of Rxx (blue) and Rxy (red) between 0 and
30 V. The sweep direction is indicated by arrows and colours. Dark colours cor-
respond to an upsweep, light colours to a downsweep of Vg. The hysteresis de-
pending on the sweep direction is a result of absorbed water on the graphene.
As shown in the dark blue curve, the CNP is close to 15.4 V. b) Rxx (blue) and
Rxy (red) for 30 V (dark colour) and 0 V (light colour). Qualitatively, Vg = 0 V
corresponds to holes and Vg = 30 V to electrons as charge carrier type. The weak
localization peak at BBB = 0 T is well pronounced in the longitudinal resistance
but also present in the Hall resistance, which arises from a small longitudinal
component.

The longitudinal resistance shows a weak localization peak at BBB = 0 T and at higher mag-

netic fields increasing magnetoresistance can be observed. The Hall resistance exhibits a

different slope depending on the density and type of charge carriers. However, a small longi-

tudinal component is observed in the Hall voltage which reflects the weak localization feature

at zero magnetic field.

The behaviour of the Hall voltage Rxy of sample A corresponds to the continuous tuning

of the charge carrier density between holes (Vg→ 0 V) and electrons (Vg→ 30 V) which can

be seen in Fig. 4.2.

The transport characteristics of sample A were studied in more detail by recording the

resistance in a map of gate voltage (0 V< Vg < 30 V) and magnetic field (-1 T< BBB < 5 T).

The resulting data in a 3D and 2D diagram for the longitudinal (Hall) resistance are shown in

Fig. 4.3.
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Figure 4.2. Magnetoresistance of Rxx versus different gate voltages. The maximum resis-
tance is reached close to the CNP at 15 V (black line). b) The inversion of the
slope of the Hall voltage Rxy indicates the reversal of the charge carrier type
between holes (blue) and electrons (red).
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Figure 4.3. Detailed transport of sample A versus gate voltage and magnetic field. a) and c)
present the longitudinal resistance in 3D and 2D for values of 0 V< Vg < 30 V
and -1 T< BBB < 5 T. b) and d) represent the Hall resistance for the same values of
Vg and BBB.

As described in Section 2.2, by involving the two-carrier model in the analysis of the Hall

resistance, the charge carrier density can be determined quantitatively. The resulting total

charge carrier density p+ n is depicted in Fig. 4.4 a) with a residual charge carrier density

at the CNP of n∗ ≈ 1012 cm−2. The mobility for electrons (holes) far away from the CNP is

µ = 552(316) cm2

Vs . Thus, n∗ and µ are both one order of magnitude lower than the values

reported for CVD grown 12C graphene in previous RD-ESR studies.[51], [57] This suggests

a lower quality during the CVD growth of the monolayer 13C graphene since the device

fabrication method is identical to the aforementioned 12C graphene studies. Nevertheless, by

accounting the total charge carrier density p+ n the individual charge carrier densities n− p

are derived following Eq. 2.19 and plotted in Fig. 4.4 b). The resulting plots for the charge

carrier density and mobility calculation following Eq. 2.13 and Eq. 2.14 can be found in the

appendix of this work.

As shown in the magnetotransport data in Fig. 4.2 a), weak localization occurs in sample

A at BBB = 0 T. The weak localization peak can be fitted by Eq. 2.22 presented in Section 2.3

to extract the scattering times τφ ,i,∗ for phase coherence (φ ), intervalley (i) and intravalley (*)
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scattering. The resulting values together with the inverse scattering times, i.e. the scattering

rates, are presented in Fig. A.4 in the appendix.

Figure 4.4. a) Total charge carrier density of electrons and holes p+n derived from the Hall
resistance with the two-carrier model for sample A at T = 4.2 K. In the vicinity
of the CNP at 15 V, the carrier density minimum is rounded due to charged im-
purities and thermally activated carriers. b) The gate voltage dependence of the
individual charge carrier densities n− p is almost linear.

These values are converted to scattering lengths using

Lφ ,i,∗ =
√

τφ ,i,∗D. (4.1)

The diffusion coefficient D is calculated with the mean free path lmfp by

D =
1
2

vFlmfp =
1
2

vF
h

2e2kFρxx(0)
. (4.2)

The resulting characteristic scattering lengths for each gate voltage are presented in Fig. 4.5.

The phase coherence length Lφ (black) is around 100 nm long and therefore approximately

two times bigger than the other two lengths. Lφ is almost unaffected by the gate induced

change of carrier concentration and only shows a small decrease towards higher voltages.

This behaviour of Lφ was also observed in previous studies on the scattering lengths in

graphene.[55][56]
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Figure 4.5. Characteristic lengths as a function of the applied gate voltage. Close to the
CNP at 15 V, the decoherence length Lφ is approximately twice as big as the
intravalley scattering length L∗. At that voltage, the intervalley scattering length
Li is the smallest and thus indicates a high degree of valley mixing in sample
A due to defects and charged impurities. The gate voltage dependence of the
characteristic scattering rates, τφ (dephasing rate), τi (intervalley scattering rate)
and τ∗ (intravalley scattering rate), is given in the appendix.

The intervalley scattering is due to short range, atomically sharp scatterers that change the

momentum of the carrier. Hence, Li highly depends on the impurities and the defect density

of the device. It is also expected that the intervalley scattering is more influenced by the

residual charge carrier density at the CNP n∗ than by the gate induced carrier density.[55]

However, the reason for the small drop of Li between 5 and 20 V remains unclear.

The intravalley scattering originates from soft defects such as ripples in the graphene and

from the effect of trigonal warping. The degree of trigonal warping depends on the Fermi

energy and increases as one shifts away from the Dirac point. Since the influence of soft

defects on the intravalley scattering length L∗ is expected to be relatively independent of the

carrier density, the maximum of L∗ around 15 V is interpreted as the absence of trigonal

warping at the CNP.
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In conclusion, the presented characteristic scattering lengths illustrate the influence of de-

fects, ripples and charged impurities on the charge carrier transport. The obtained scattering

parameters on this sample impede a more detailed discussion on the influence of nuclear

effects on the scattering characteristics in 13C graphene. Whether such nuclear effects are

masked by the dominating scattering events due to poor graphene quality remains unclear.

A direct comparison of the scattering times in CVD grown 12C graphene with the scattering

times of sample A is given in Fig. A.6 in the appendix. The scattering characteristics do not

significantly differ which possibly results from the similar CVD growth and fabrication meth-

ods for both devices. Although it is not possible to report any nuclear effects on the scattering

times yet, improved graphene quality could potentially unveil such nuclear effects in future

studies.

4.1.2. Electron Spin Resonance Measurements

After sample A was characterized regarding its magnetotransport properties in the previous

section, this section will present the results of resistively-detected electron spin resonance

(RD-ESR) measurements.

In a standard RD-ESR measurement, a constant frequency ν in the GHz range is applied

with the loop antenna close to the sample. While the magnetic field BBB is swept, the lon-

gitudinal voltage of the sample is detected. When resonance condition µBgBBB = hν is met,

the absorbed radiation will induce a change of resistance. However, this response of the

resistance can be weak and thus hard to identify. In order to enhance the visibility of the res-

onance signal, a background measurement is performed with the microwave signal switched

off. Subsequently, this background is subtracted from the individual ESR measurements.

An exemplary measurement is shown in Fig. 4.6, where the black solid line is the back-

ground measurement performed on sample A. The red solid line is recorded while a fre-

quency of 25 GHz is applied at 20 dBm. Notice that a small difference between the black and

the red line appears at a magnetic field slightly below 1 T. This difference becomes clearly

visible when the background is subtracted from the ESR measurement, resulting in the blue

line. In general, the frequency data exhibit a lower resistance over the whole magnetic field

range than the background measurement. This occurs as the radiation effectively heats the

sample and additional charge carriers become thermally activated for transport. Furthermore,
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the measurements are performed close to the CNP at 15 V as the resonance peak strength

decreases at higher carrier densities.[57]

Figure 4.6. RD-ESR measurement on sample A at 25 GHz (red) compared with a background
measurement without microwave radiation (black). In the region below 1 T, a
noticeable difference between the two measurements can be observed which is
enhanced by subtracting the background from the ESR data, resulting in the blue
line.

The calculated difference between the ESR data and the background ∆Rxx is presented in

Fig. 4.7 for a variety of frequencies. The ESR resonance peaks are symmetric in magnetic

field, since positive and negative fields result in the same energy splitting ∆EZ . As indicated

by the dashed lines, the resonance peaks shift linearly with the applied frequency.

To study the ESR peak positions in detail, each individual resonance peak at positive and

negative fields is fitted with a Lorentzian function to determine the exact peak position. The

mean value of the peak positions at positive and negative fields is used for the analysis

whereas the difference gives the error of the peak position. The photon energy of the ap-

plied frequency is plotted versus the peak position in magnetic field in Fig. 4.8. The red line

represents a linear regression that is performed on the resonance peaks. This linear fit is done

with a fixed intercept at the origin since the observed resonances follow the Zeeman splitting

which can be extrapolated to 0.
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Figure 4.7. Difference between ESR data and background measurement ∆Rxx for various
frequencies. A resonance peak which is symmetric in BBB shifts linearly with the
applied frequency as indicated by the dashed lines. The ESR measurements are
performed at T = 4.2 K, with a gate voltage of 15 V and a radiation power of
20 dBm.

The g-factor of the investigated 13C monolayer graphene can be derived from the slope of

the linear fit. The value of g = 1.978 is in good agreement with previous RD-ESR studies on
12C graphene.[43], [44], [57] However, in contrast to some of these studies, an additional upper

resonance feature which would correspond to the intrinsic spin-orbit coupling gap ∆I is not

observed in ESR measurements on this sample. A possible explanation could be the lower

signal-to-noise ratio for ESR measurements in sample A. Compared to the 12C graphene

which is suspended on a corrugated substrate, the investigated 13C graphene is more influ-

enced by strong unintentional surface doping by the substrate.[57] At lower temperatures, the

enhanced sensitivity of the ESR measurements could potentially resolve any low-energy gaps

in 13C graphene.
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Figure 4.8. Energy of the applied microwave frequency plotted against the respective mag-
netic field position of the resonance peaks (black dots). The linear fit (red line)
with an fixed intercept at the origin has a slope of≈ 114.5 µeV

T , yielding a g-factor
of 1.978±0.02.

4.2. Sample B: 13C Few-Layer Graphene

In the upcoming sections, the magnetic resonance spectroscopy data on 13C few-layer graphene

will be discussed. The graphene for this sample B was grown under different conditions than

the monolayer 13C graphene and suffers from a high defect density as discussed in the ap-

pendix. Furthermore, the number of layers could not be determined with certainty. The Ra-

man spectra suggest≤ 4 layers whereas AFM data indicate two or three layers. Consequently,

it is assumed that the 13C few-layer graphene consists of two to four layers.

4.2.1. Electron Spin Resonance Measurements in Prometheus

In a first cooldown, sample B is investigated in the Prometheus cryostat at temperatures below

1.8 K. At the beginning, the magnetotransport properties of the device are characterized. The

gate voltage sweep of sample B from 0 to 80 V is shown in Fig. 4.9 a). Higher voltages could

potentially damage the sample and were thus not applied. Unfortunately, the CNP is still

not reached at 80 V although a slight rounding of the resistivity close to 80 V implies a CNP
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around 85 to 90 V. Furthermore, the flat slope of the resistivity towards the CNP presumably

indicates poor mobility of the sample B. In this sample, the Hall resistivity could not be

measured on an independent pair of contacts. The exact determination of the charge carrier

density and mobility is therefore not possible. This also denies the analysis of any scattering

times. As shown in the appendix, the transverse resistivity has a large longitudinal component

and seems insensitive to a change of the carrier density by the gate. Nevertheless, the gate

has a measurable effect on the magnetotransport as shown in Fig. 4.9 b).

Figure 4.9. Magnetotransport of sample B in Prometheus at T < 1.8 K. a) Gate voltage sweep
from 0 to 80 V at 0 and 2 T. The CNP is not observed within this range and
presumably appears around 85 V. b) Magnetoresistivity of sample B at 0 and 80 V
for magnetic fields up to 7 T. A decrease in longitudinal resistivity is observed
for increasing magnetic field. The Hall resistivity can not be detected by the
transverse contact pairs as shown in the appendix.

The magnetotransport shows the highest resistivity at BBB = 0 which decreases for BBB > 0 T.

Although this behaviour is reminiscent of the weak localization peak in sample A at first sight,

the peak in sample B is much wider. It is unclear whether this is a result of the multiple layers

in the few-layer graphene in sample B which is known to exhibit an enhanced weak localiza-

tion effect[75], [76] or if the peak around zero field has a different origin than weak localization.

When microwave radiation is applied to the sample, intense electron spin resonances are ob-

served for sample B. As illustrated in Fig. 4.10 a), the resonances in the measurement under

radiation (hot, red curve) are very pronounced, so that a subtraction from the background

sweep (cold, black curve) is not necessary. The dispersion of the resonance peak positions is

very well visible for ESR measurements at various frequencies in Fig. 4.10 b).
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Figure 4.10. a) Comparison of background measurement (cold, black line) and ESR measure-
ment at 10 GHz and 22 dBm (hot, red line). The microwave induced difference
is much larger compared to ESR measurements on sample A. The ESR reso-
nances are easy to identify even without background subtraction. b) ESR mea-
surements on sample B in Prometheus at T < 1.8 K for various frequencies. The
resonance position disperses with increasing microwave energy. The individual
ESR measurements are shifted for clarity.

As detailed in the appendix, the ESR signal is very pronounced for a frequency range from

8 to 54 GHz which exceeds the frequency range of previous ESR studies on graphene by

far.[43], [51] Note that these experiments used the same or similar experimental equipment and

device geometry.[57] Although the large ESR signal of sample B is measured at lower temper-

atures compared to sample A, the increased sensitivity of the measurement due to enhanced

electron spin system polarization can not explain this difference in signal intensity. The ESR

intensity in sample B is thus interpreted as a result of the multiple graphene layers. If the few-

layer graphene consists of two to four layers, the resulting number of electrons that contribute

to an ESR signal should be significantly higher as well. However, the resonance intensity is

not the only result of several stacked graphene layers in sample B as shown in Fig. 4.11. Sev-

eral resonance features appear at different magnetic field positions. The ESR measurement

at 14 GHz is the frequency with the most pronounced peaks and shown in Fig. 4.11 a). Here,

up to seven different resonances are visible. For five of these resonances it was possible to

extract and analyse the resonance peak positions. Highlighted by the coloured dashed lines

is the coinciding field position of the resonances and the peaks in the second derivative (red

line) of the ESR measurement which simplifies the ESR peak identification. The resulting
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analysis of these resonances as referenced by the different colours is presented in Fig. 4.11 b).

As discussed in 4.1.2, for each frequency the resonance peak positions at positive and nega-

tive fields are used to determine the mean value of the resonance peak position. Subsequently,

the g-factor and the intercept with the energy axis are obtained by a linear regression. For

sample B, the Zeeman line (black) exhibits a g-factor of g = 1.9137±0.0055, which is some-

what smaller than the value for sample A and 12C graphene.[43], [44] Note that the error for the

g-factor in this work is smaller due to the high ESR signal intensity and frequency range for

this sample. The g-factor does not depend on the number of layers as shown in a RD-ESR

study on mono- and few-layer graphene by Mani et al. (2012).[45] The blue resonance line

has a considerably different slope, however, its origin remains unclear and requires a more de-

tailed investigation. The extracted intercept for this resonance is at ∼ 43 µeV with a g-factor

of g = 4.687±0.148.

The extracted g-factor of g = 1.9137± 0.0055 from the main Zeeman resonance is used

to fit the three other resonances (orange, green and red) to obtain their individual intercepts

with the energy axis. The fit of the orange resonances intercepts with the energy axis at

around 40 µeV, suggesting that this resonance feature appears due to the intrinsic spin-orbit

coupling gap ∆I .[43] This would confirm that neither the number of layers nor the additional

neutron of 13C act on the spin-orbit coupling in graphene. The green and red line resemble

the sublattice splitting resonances in GohBN that were presented in section 2.4.2 as their

intercepts are close to ±20 µeV. Similar to graphene and hexagonal boron nitride in GohBN,

the interaction of the individual layers in few-layer graphene results in maximized electron

interactions and in the emergence of Moiré superlattices depending on the twist angle of

the layers.[20], [23], [25], [27], [28] CVD grown few-layer graphene will be inhomogeneous which

may result in locally varying appearance of Moiré superlattices. On a microscopic scale, the

periodic potential created due to graphene superlattices can lead to a modification of the band

structure at a low energy scale, giving rise to an asymmetry between the sublattices A and B

and thus sublattice symmetry breaking.[58], [59] The locations of the boron and nitrogen atoms

under the carbon atoms of graphene play an important role in defining the sublattice splitting

in GohBN.[60] Since the few-layer graphene of sample B is not placed on hBN this can not

be the source of potential sublattice splitting for this device.
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Figure 4.11. a) The ESR measurement at 14 GHz (black solid line) exhibits the strongest res-
onance peaks. The peaks in the second derivative (red solid line) allow an easy
identification of the resonance peaks at the coinciding magnetic field positions
as indicated by the dashed lines which are a guide to the eye. b) ESR peak anal-
ysis for five resonances which are referenced to a) by their respective colours.
The resonances that are fitted by the black line can be assigned to classical Zee-
man splitting as the linear fit extrapolates to 0. The effective g-factor that is
derived from the slope of the Zeeman line has a value of g = 1.9137± 0.0055.
At the same g-factor, the resonance features in orange, green and red have differ-
ent intercepts with the energy axis at a few tens of µeV which are correlated to
low-energy gaps. The blue coloured line exhibits a different slope which would
correspond to a different g-factor.

Contributions of extrinsic Rashba spin-orbit coupling would linearly increase with the elec-

tric field that is applied by the back-gate. Therefore, RD-ESR measurements at different gate

voltages are compared in Fig. 4.12. As indicated by the dashed lines, the resonance peak posi-

tions for several resonances are independent of the applied gate voltage. Hence, the observed

resonances can not arise from the Rashba spin-orbit interaction and are instead the result of

other low-energy gaps. With the available data, it is not possible to verify that the green and

red coloured resonances in Fig. 4.11 b) emerge from sublattice splitting. The absence of these

resonances in ESR measurements on the monolayer 13C graphene in sample A support the

theory of the appearance of sublattice splitting in the few-layer graphene. However, these

findings might be attributed to the limited resolution of the ESR measurements on sample

A. ESR measurements on 13C monolayer graphene at lower temperatures (T < 1.8 K) could

reveal if these resonances are the result of interlayer interactions. However, due to limited

time it was not possible to conduct these measurements in the scope of this work.
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Figure 4.12. ESR measurements in sample B at 0 and 80 V applied gate voltage. The dashed
lines mark several resonances peak positions that are insensitive to the applied
electric field. The data are obtained at T < 1.8 K and shifted for clarity.

To evaluate the influence of the applied microwave power on the resonances in sample B,

RD-ESR measurements were performed at various power levels. In Prometheus the reso-

nance peaks appear at a power > 8 dBm as shown in Fig. 4.13. Powers exceeding 20 dBm

do not lead to any noticeable increase in the ESR signal. It is not clear whether heating com-

pensates the spin excitation or if this is a technological limitation. For each power the ESR

signal is recorded for magnetic field sweeps in up and down direction. Varying the applied

microwave power does not result in differences in peak width or positions as indicated by the

vertical black dashed line, which marks the Zeeman resonance. No Overhauser shift is dis-

tinguishable in these ESR measurements that would result from a polarization of the nuclei

through permanent electron spin flips.
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Figure 4.13. RD-ESR measurements of sample B for various power levels from 8 to 22 dBm.
For each power the ESR signal is recorded for magnetic field sweeps in up and
down direction. The applied power acts on the local temperature at the sample.
The Zeeman resonance peak position (vertical black dashed line) remains sta-
tionary with increasing RF power. Note that the ESR signal does not increase
for power levels above 20 dBm, which indicates that this is the maximum output
power.

4.2.2. Electron Spin Resonance Measurements in Shiva at

mK-Temperatures

In a second cooldown, sample B is investigated at mK-temperatures in a dilution refrigerator.

First transport measurements that are shown in the appendix, reveal that the CNP is still at

VG > 80 V and that the AC phase offset is increasing with the applied gate voltage. To reduce

the influence of this phase offset on the measurements, the maximum applied gate voltage

is set to 60 V. Due to broken contacts in the second cooldown, a different pair of contacts is

used for source and drain in the ESR measurements shown in Fig. 4.14 a).
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Figure 4.14. a) RD-ESR measurements of sample B in Shiva at mK-temperatures for various
frequencies. Due to broken contacts in the second cooldown, a different pair of
contacts was used for source and drain as depicted by the inset. Note that the
resonance features are much weaker in intensity and less resonances are visible.
b) Comparison of ESR measurements at selected frequencies for the different
temperatures. It seems that the Zeeman resonance vanishes at mK-temperatures
(thick lines). The ESR data were obtained at lower power levels compared to
previous measurements in Prometheus at 1.8 K (thin lines).

For the ESR measurements in Shiva, lower power levels are applied to avoid excessive

heating. As a result, the attenuation of the coaxial waves guides leads to weaker resonances

at intermediate frequencies and completely prohibits the observation of resonances above 30

GHz. In Fig. 4.14 b), ESR data that were obtained at the different temperatures and powers

in Prometheus (1.8 K, thin lines) and Shiva (35-70 mK, thick lines) are compared. While

some of the resonance peak positions coincide for both temperature data sets, it is obvious

that the most prominent resonance (Zeeman resonance) at 1.8 K is missing in the ESR data

that are recorded at mK-temperatures. Unexpectedly, the most prominent resonance at mK-

temperatures appears at the slightly larger magnetic field position of the neighbouring reso-

nance that is potentially arising from sublattice splitting. For the remainder of this work, this

resonance is referred to as satellite resonance. The surprising resonance peak intensity shift

from Zeeman to satellite resonance is discussed in the following paragraphs of this section.

For the ESR measurements at mK-temperatures and applied microwave power levels close

to 10 dBm, only the satellite resonance could be fitted successfully to determine the exact

resonance peak positions at multiple frequencies. The peak analysis is conducted as described

in the previous sections and is presented in Fig. 4.15.
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Figure 4.15. Analysis of the most prominent resonance peak at mK-temperatures and 8 dBm.
The linear fit (red line) to the resonance peak positions intercepts with the energy
axis at −19.76 µeV and reveals a g-factor of g = 1.919±0.022.

The linear fit to the resonance peak positions reveals a g-factor of g = 1.919± 0.022 and

an intercept with the energy axis at −19.76 µeV. While the g-factor is almost identical to

the one measured at higher temperatures, the intercept with the energy axis does not match

the Zeeman resonance. The absolute energy value close to 20 µeV suggests that the satellite

resonance originates from a low-energy gap resulting from sublattice splitting. Interestingly,

the data in Fig. 4.14 b) reveal that this resonance is apparently more sensitive to the applied

microwave radiation than the Zeeman resonance. Further ESR measurements are shown in

Fig. 4.16 which independently investigate the influence of temperature and power on the

resonance peak intensity. The measurements in Fig. 4.16 a) are performed at 60 V, 25 GHz

and 10 dBm which allows an easy identification of the Zeeman resonance at a magnetic field

slightly below 1 T and the satellite resonance at BBB > 1 T as marked by the dashed vertical

lines. The radiative heating for this measurement results in a detected temperature of 80 mK.

The Shiva system allows to additionally heat the sample environment. The ESR measurement

at 25 GHz is then repeated under the aforementioned conditions at increasing temperatures

up to 700 mK.
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The increased temperature under microwave radiation is detected in the ESR measurements

as a decrease of the overall resistance. Note that the given temperature is not the electron tem-

perature but the temperature as measured by the temperature sensor of the Shiva system at a

different location than the sample. The measured sample resistance can be used as an approx-

imation for the electron temperature. Temperature gauge measurements at 0 and 60 V are

presented in the appendix. However, the temperature has no influence on the resonance peak

positions or width. The resonance peak intensity decreases equally for all resonances with in-

creasing temperature. As described in section 2.4.5, the sensitivity of RD-ESR measurements

follows the Maxwell-Boltzmann law and is thus temperature dependent. The resonance peak

intensity for the Zeeman and the satellite resonance is thus equally temperature dependent.

The power dependence of the ESR measurements on sample B at mK-temperatures is pre-

sented in Fig. 4.16 b). The ESR measurements for subfigure b) are conducted at 25 GHz

and 60 V, but at various applied microwave power levels. Similar to subfigure a), the reso-

nances of interest are marked by the dashed vertical lines. It becomes obvious that relative

to the satellite resonance, the Zeeman resonance peak intensity increases with the applied

power. This explains the absence of the Zeeman resonance in the ESR measurements that

were recorded at lower power levels. These results reveal that the power dependence of the

different resonances is non-trivial. Moreover, the relative absorption of radiation for a certain

resonance is connected to the available initial and final states in the resonant absorption pro-

cess. The power sensitivity of a resonance is therefore an important physical quantity that

contains useful information on the investigated system.
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Figure 4.16. Temperature and power dependence of the electron spin resonances in sample
B at 60 V and 25 GHz. The Zeeman and the satellite resonance are marked by
the vertical dashed lines. a) ESR measurements at 10 dBm and various temper-
atures between 80 and 700 mK. The resonance peak width and positions are
insensitive to the applied temperature changes. The peak intensity decreases
equally for all resonances with increasing temperature which can be explained
by the Maxwell-Boltzmann law. Note that the given temperature is not the elec-
tron temperature but the detected temperature as measured by the temperature
sensor of the Shiva system. b) ESR measurements at various applied power
levels between 10 and 20 dBm. In contrast to subfigure a), the resonance peak
intensity has a non-trivial dependence on the power. Certain resonances are
more sensitive to the power than others. The power sensitivity of a resonance
contains useful information on the investigated system.
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4.3. Nuclear Effects in 13C Few-Layer Graphene

After characterizing the electron spin resonance properties of 13C graphene in the previous

sections, the following part of this work will present the different approaches and results of

the study on the appearance of nuclear effects.

All measurements are performed at mK-temperatures in the Shiva system to minimize

undesired thermal nuclear spin randomization. The positioning of two loop antennas close

to the sample as shown in Fig. 4.17 allows the simultaneous application of two microwave

frequencies to the 13C graphene. As described in section 2.4.4, it is possible to enhance

the nuclear spin system polarization by a transfer of momentum from electrons to nuclei via

the hyperfine interaction. In a double resonance approach, ESR can be used for a dynamic

nuclear polarization (DNP) and for the detection of nuclear effects as a diminishing of the

Overhauser shift.[40]

Figure 4.17. Schematic depiction of the setup where the positioning of two loop antennas
close to the sample allows the simultaneous application of two microwave fre-
quencies to the 13C graphene Hall bar.

For a successful nuclear magnetic resonance (NMR) measurement, especially in systems

with weak hyperfine interaction (HFI) like 13C graphene, a multiplicity of parameters have to

be matched. The mindmap that is presented in Fig. 4.18 gives an overview on the various ap-

proaches for polarization and measurement as well as the specific parameters that have to be
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adjusted for each approach. Approaches that include the use of ESR as described above show

a higher complexity as they contain even more parameters i.e. ESR frequency and power.

The following paragraphs of this work will present all in Fig. 4.18 listed approaches which

were tested and combined in numerous ways for diverse sets of parameters. The discussion

of the results has the objective to propose measures that enable a thorough examination of the

nuclear spin properties of 13C graphene in future measurements.

In terms of nuclear spin system polarization, two different approaches are evaluated. Ther-

mal polarization describes the process that the nuclear spins will occupy the energetically

favourable Zeeman spin state over time. This is most efficient at the lowest possible temper-

ature and the highest possible magnetic fields as described in the theoretical background of

this work in chapter chapter 2. The nuclear spin polarization can significantly enhanced with

ESR DNP. Similar to thermal polarization, beneficial conditions are high magnetic fields and

low temperatures. However, the application of microwave radiation introduces a heat load to

the sample which limits the minimal achievable temperature and thus counteracts the process

of nuclear spin polarization. Furthermore, the frequency dependent absorption of the coaxial

lines has the effect that certain applied frequencies heat the samples more than others. Hence,

an efficient ESR DNP requires a careful selection of ESR frequency and power so the benefit

of the process to the nuclear polarization is not cancelled out by the heat load. If the radia-

tion induced temperature is increasing above a certain threshold the He3/He4 mixture in the

dilution refrigerator becomes destabilized.[73]

To minimize the heat load during the NMR measurement, the process of ESR DNP can be

conducted in advance. However, the nuclear polarization may relax back into an equilibrium

state of low polarization in the time after the DNP long before the nuclear spins are probed.

To avoid this, a constant ESR DNP can be performed during the NMR measurements.

The ESR DNP can be done in different ways. In general, a simple ESR measurement in

which the magnetic field is swept at a constant frequency should already have a polarizing ef-

fect towards the nuclear spin polarization. Ideally, the ESR transition should be saturated. To

achieve this, the magnetic field position is locked at the center of the electron spin resonance.

As presented in the ESR characterization of sample B at mK-temperatures, the resonance

intensities of the different resonances depend on the applied microwave power. Furthermore,

different resonances could vary in their efficiency regarding the DNP process. As illustrated
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in Fig. 4.19, the Zeeman (blue) and the satellite (green) resonance appear in the ESR mea-

surement at 30 GHz and 20 dBm and are well suited for ESR DNP.

Figure 4.18. NMR Mindmap that illustrates the different nuclear spin polarization and mea-
surement approaches that were tested in this work in various combinations. The
overview further contains numerous parameters that have to be adjusted for each
approach in order to realize a successful measurement that resolves nuclear ef-
fects.
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Figure 4.19. The Zeeman (blue) and the satellite (green) resonance appear in the ESR mea-
surement at 30 GHz and 20 dBm. Positioning the magnetic field at the center of
a resonance (indicated by the blue and green area) is most efficient for the DNP.
At lower power (15 dBm) the Zeeman resonance intensity is diminished com-
pared to the satellite resonance. This is why the satellite resonance is used for
DNP at lower ESR powers. For RD-NMR measurements combined with ESR
DNP, the red coloured regions might be better suited than the blue and green
regions due to larger slopes.

When the applied microwave power is lower (≤ 15 dBm), the Zeeman resonance intensity

decreases which is why the satellite resonance is preferable at such powers. The red coloured

regions mark magnetic field positions that are close to the resonance center and are therefore

well suited for ESR DNP, but also exhibit a steep slope. For this region, a larger change

in resistance should be observed when the nuclear magnetic field BBB∗N is destroyed by the

depolarization of the nuclear spins. Thus, for RD-NMR measurements combined with ESR

DNP the red coloured regions should display an increased sensitivity.

In a first approach, RD-NMR measurements were performed parallel to ESR DNP. For

maximum efficiency of the DNP, the measurements were carried out at the highest possible

magnetic field as Fig. 4.20 a) shows. This corresponds to the satellite resonance of 40 GHz

at 1.65 T (green region in Fig. 4.19). In addition to the ESR frequency a constant NMR
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frequency was applied at 17.66 MHz which corresponds to a resonance field of 1.65 T for
13C with a gyromagnetic ratio γ of γ = 10.705 MHz/T.

Figure 4.20. RD-NMR measurement combined with ESR DNP. a) shows the positioning of
the NMR measurement in the electron spin resonance at 40 GHz and 10 dBm.
b) At constant ESR DNP and constant NMR frequency of 17.66 MHz, a sharp
peak is observed at the resonance field of 1.65 T. This intense and narrow peak
consists of several data points as the inset shows.
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The NMR measurement is shown in Fig. 4.20 b) where the magnetic field is swept across

the resonance field BBBres with a very slow sweep rate. At the resonance field a very sharp drop

in resistance is observed. The peak has an intensity of∼ 1.5 kΩ and consists of multiple data

points as the inset shows.

The detected peak appears at a magnetic field that matches the resonance condition of the
13C nuclei for 17.66 MHz, however, the extraordinary fast recovery of the resistance would

be in contrast to the weak hyperfine interaction that is expected in graphene.[32] Numer-

ous measurements were performed to reproduce this resonance peak and study it in more

detail. Unfortunately, the subsequently repeated measurements (blue line) which were also

performed at different carrier densities (red line) could not reproduce the original peak (black

line) as shown in Fig. 4.21. The appearance of the peak-like structures in the red and the blue

line close to 1.645 T is much broader and less intense compared to the original peak.

Figure 4.21. Comparison of the repeated measurements (blue line) which were also per-
formed at different carrier densities (red line) with the first measurement (black
line) which exhibits a pronounced sharp peak at the resonance field.

A narrow resonance linewidth of 13C graphene is assumed, however, CVD grown few-layer

graphene will be inhomogeneous, which may impede the resistive detection. A locally vary-

ing electron density might considerably broaden the nuclear resonance (frequency) through a
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locally varying Knight shift and/or the nuclear polarization may also vary across the sample.

Hence, only a fraction of the total number of spins may undergo a spin transition. Frequency

modulation (FM) of the NMR microwave signal could be a possible way to circumvent this.

FM increases the effective bandwidth of the applied microwave frequency. Thus, more spin

transitions at the same time (i.e., at the nuclear resonance) could be induced by FM. Such

a FM RD-NMR measurement which is conducted at high magnetic fields after DNP with

ESR at 40 GHz is shown in Fig. 4.22. In the first measurement (black line) resistance oscil-

lations appear slightly below the resonance field of BBBres = 8 T. The width of this potential

resonance structure is ∼ 5 mT which would fit to the applied FM deviation (bandwidth) of

50 kHz. However, this finding could not be reproduced in a second measurement (red line)

despite the same period of DNP prior to the NMR probing. Rather, the FM NMR approach

seems to enhance the noise in the sample.

Figure 4.22. Frequency modulated (FM) RD-NMR measurements at magnetic fields close to
8 T with a center frequency of 85.64 MHz. In the first measurement (black line)
resistance oscillations larger than 1 kΩ appear close to the resonance field of
BBBres = 8 T. This potential resonance peak-like structure has a width of ∼ 5 mT
which would match the applied FM deviation of 50 kHz. The repeated second
measurement does not show the same results despite the same period of ESR
DNP prior to the NMR probing.
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As the upcoming paragraphs will show, the reproducibility of possible observations of

nuclear effects in sample B is a challenging task. Since long nuclear spin relaxation times

are expected for 13C graphene (see section 2.4.3), particular attention has to be paid to the

"history" of the sample before each measurement. In this context, history describes possi-

ble events that effected on the nuclear spin polarization. For example, before the peak in

Fig. 4.20 b) was detected, ESR DNP was performed for more than two days which should

result in a large nuclear polarization. If a second RD-NMR measurement is repeated directly

after the spins were probed and thus randomized in the first measurement, the nuclear spin

polarization is probably very low and different results are obtained.

This is illustrated in the frequency-swept RD-NMR measurements that are performed at

a static magnetic field and without simultaneous ESR DNP in Fig. 4.23. This figure shows

measurements that are repeated in order to unveil similar resonance peak features close to the

resonance frequency fres in each measurement. In Fig. 4.23 a), no resonance peaks are dis-

tinguishable in the first measurement (black line) and neither in the repetitions (red and blue

line). Although the NMR measurement in Fig. 4.23 b) is performed at lower fields (1 T which

corresponds to fres ≈ 10.71 MHz), a peak-like resonance drop is observed at the resonance

frequency for the initial measurement (black line). However, the second measurement (red

line) that is repeated afterwards does not confirm this resonance. Prior to this second mea-

surement, measures were taken to repeat any events that effected the nuclear spin polarization

in the history of the sample before the first measurement was conducted. This included set-

ting the magnetic field to zero and subsequently performing ESR DNP at two different field

values.

It is suspected that in addition to the DNP process, a technique that "resets" the sample

is necessary for a successful systematic investigation.[77] In principle, such a "reset" yields

specific starting conditions that would improve reproducibility and comparability of the indi-

vidual NMR measurements. In this work, the reset includes a period in which the sample is

heated above 200 mK at zero magnetic field in order to randomize the spins. Additionally, the

gate voltage is swept which should effect the distribution of conduction electrons in the mul-

tiple layers in sample B and should have a similar randomization effect. In an ideal picture,

after the reset, a DNP process yields significant nuclear spin polarization that can be probed

in a NMR measurement afterwards.
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Figure 4.23. Frequency-swept RD-NMR measurements that were performed at a static mag-
netic field and without simultaneous ESR DNP. a) At 5 T and -5 dBm the fre-
quency is swept across fres = 53.53 MHz in the first (black), second (red) and
third (blue) NMR measurement. No resonance peaks are observed that reoccur
in the repeated measurements. b) NMR measurement at 1 T and 5 dBm where
a resonance peak-like structure is detected close to fres ≈ 10.71 MHz in the first
measurement. Prior to the second measurement where the peak is not observed,
measures were taken to repeat any events that effected the nuclear spin polariza-
tion before the first measurement was conducted.

The RD-NMR measurement which is presented in Fig. 4.24 is performed by combining

the previously presented approaches. First, the sample is reset by staying for 7 hours at zero

magnetic field, sweeping the gate to 10 V and back and heating the sample up to 250 mK.

Subsequently, the nuclear spins are thermally polarized at 9 T for a period of 7 hours. In

the next step, DNP with ESR is conducted at 40 GHz in the satellite resonance center and

at 30 GHz in the Zeeman resonance center. The RD-NMR measurement is then performed

during ESR DNP (30 GHz) at a constant FM NMR frequency of 12.27 MHz (BBBres = 1.146 T).

In the first measurement (black line), a resonance drop of ∼ 0.5 kΩ is detected at ∼ 1.15 T

close to the resonance field position. This suggests that the resonance of 13C was detected

although this peak does not exhibit the intensity of the previously presented resonance peak

in Fig. 4.20 b). Despite the measures to ensure reproducibility, no peaks are observed in the

second measurement (red line).
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Figure 4.24. RD-NMR measurement on sample B combined with ESR DNP at a constant FM
NMR frequency of fres = 12.27 MHz. The approach for this measurement in-
cludes a resetting period, a thermal nuclear polarization period and an advanced
ESR DNP process. The repeated measurement (red line) does not show the peak
at ∼ 1.15 T from the first measurement (black line).

The approach that is presented in Fig. 4.24 is very time consuming. The two measurements

are completed after three days. This has to be repeated to adjust the parameter settings which

include the power for ESR and NMR, integration time and magnetic field sweep rate. In the

time given for this project it was thus not possible to optimize all the different parameters for

the individual approaches. Instead, a completely different approach is used to investigate the

nuclear relaxation times in the 13C few-layer graphene.

NMR measurements that are carried out by switching the resonance frequency between

on and off resonance (frequency hopping) followed by an investigation of the resistance re-

sponse as performed by Gervais et al. (2005)[78] did not yield any coherent results for sample

B. Thus, an approach is presented that studies the response of the resistance to the total on

and off switching of the NMR microwave radiation. This radiofrequency (RF) switching

measurement approach is conducted two times at 1.13 T under constant ESR DNP in the

Zeeman resonance of 30 GHz. The behaviour is investigated for multiple frequencies around

the resonance frequency of the 13C nuclei. At the resonance, a significantly different be-

haviour is expected compared to the surrounding frequencies. First results showed that the
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"cool-down" process, i.e. the resistive response to turning the RF off is more reliable for the

analysis.[37], [38]

Fig. 4.25 a) shows the time-dependence (recovery) of the resistance after irradiating the

sample with a constant frequency (black and blue lines) and turning off the output of the

frequency generator. The inset illustrates the periodic RF on and RF off switching. For each

frequency the response to each switching event is recorded at least two times. The averaged

value of the multiple measurements for each frequency is fitted best by a double-exponential

function (green and red lines in Fig. 4.25 a)) because the recovery of the resistance is charac-

terized by two different ranges. A very quick rise is followed by a slow recovery that saturates

at a certain value of resistance. The factor that defines the slow recovery of the resistance is

the longitudinal nuclear spin lattice relaxation time T1. The saturation value of the resistance

is given by y0. As shown in Fig. 4.25 a), the measurement at the resonance (12.1 MHz) has

a T1 time of 681.67 s whereas the measurement off resonance (12.105 MHz) only exhibits a

value of T1 = 458.78 s. The values for T1 and y0 at the resonance frequency of 12.1 MHz and

multiple surrounding frequencies are given in Fig. 4.25 b) and c), respectively. The value of

the T1 time shows a peak at the resonance frequency for the first (blue) and the second (black)

measurement as well as for their average (red). This could indicate that nuclear spins are

depolarized by the applied microwave radiation and are slowly polarized again by the ESR

DNP. Hence, the resistance would require additional time to return to its initial value which

would yield a larger T1 time. The T1 time at the resonance of T1 = 681.67 s would match the

nuclear spin relaxation time of ∼ 10 min that was reported by Churchill et al. (2009)[34] for
13C single-walled carbon nanotubes with a surprisingly large HFI strength of 100-200 µeV.

However, as the following measurements will show, the T1 times presented in this work are

not consistent and thus have to be studied in more detail in the future.

The resistance saturation values y0 do not show a coherent behaviour for the two mea-

surements. In the first measurement (blue) a drop in resistance is observed at the resonance

whereas the second measurement (black) shows an increase.

Further RF on/off switching measurements are performed at low magnetic fields with ESR

DNP and at high magnetic fields close to 9 T without ESR DNP. As depicted in the inset

Fig. 4.26 a), the measurements with ESR DNP are conducted in a region with high sensitivity

close to the satellite resonance of 30 GHz at 1.245 T.
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Figure 4.25. Response of the resistance to on and off switching of the NMR microwave radia-
tion. a) RF off switching behaviour for 12.105 MHz which is off resonance and
for 12.1 MHz which is the resonance frequency. The recovery of the resistance
is analysed with a double-exponential fit for multiple frequencies. The fit param-
eters yield the T1 nuclear spin lattice relaxation time and the saturation value of
the resistance y0. The inset shows schematically the periodic RF switching. b)
T1 time values at the measured frequencies. After the first measurement (blue)
the measurement was repeated at the same frequencies (black). The average
values of both is shown in red. At the resonance frequency of 12.1 MHz, both
measurements show an increased T1 time. c) The saturation value of the resis-
tance y0 shows a response to the resonance frequency in both measurements
although not consistently in the same direction.
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Here, a considerable change in the resistance saturation value y0 is visible when the be-

haviour of the resistance is compared for a measurement at resonance (13.33 MHz, red) and

for a measurement off resonance (13.335 MHz, blue). At the nuclear resonance frequency, the

resistance drops significantly as Fig. 4.26 b) shows. A very slow recovery can be observed.

The numbers indicate the order in which the specific frequency points were measured. The

red and blue arrows highlight the measurements at 13.33 and 13.335 MHz that are shown

in the same colour in a). The decreasing resistance after the points 3-5 are recorded at the

resonance frequency and frequencies 5 kHz below (13.325-13.33 MHz) is a clear indication

for nuclear depolarization. The bandwidth of resonant frequencies is thus supposedly 5 kHz

wide. No conclusions can be drawn from the nuclear relaxation times T1.

Figure 4.26. RF switching measurements with ESR DNP which are conducted close to the
satellite resonance of 30 GHz at 1.245 T as the inset in a) shows. a) Compared
RF off behaviour of a measurement on resonance (13.33 MHz, red) and off res-
onance (13.335 MHz, blue) that exhibit significantly different resistance satu-
ration values y0. b) The resistance saturation values y0 and the nuclear spin
relaxation times T1. The measurements from a) are highlighted by the red and
blue arrows. At the nuclear resonance frequency, y0 drops drastically. No con-
clusions can be drawn from the nuclear relaxation times T1.

The RF switching measurements at high magnetic field have to be conducted without ESR

DNP. As mentioned before, the ESR measurements are limited by the microwave electronics
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available for this setup and thus have a maximum magnetic field value close to 2 T. In a first

NMR RF switching measurement at 9 T, clear peaks in the resistance saturation values y0 and

the nuclear spin relaxation times T1 are observed at the resonance frequency of 96.345 MHz

as shown in Fig. 4.27. While the drop in resistance for y0 is consistent with the previous

measurements at low fields, it is unclear why the nuclear spin lattice relaxation time exhibits

a minimum at the resonance frequency as compared to the low field case.

Figure 4.27. RF switching measurement without ESR DNP at 9 T. The resistance saturation
values y0 and the nuclear spin relaxation times T1 show a pronounced peak at the
resonance frequency of 96.345 MHz. Compared to the measurements with ESR
DNP at low fields, the recovery of y0 and T1 is faster resulting in a peak-like
resonance structure.
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Moreover, both quantities show a recovery to their initial values which is different com-

pared to the behaviour observed in Fig. 4.26 b). Furthermore, these results indicate that ther-

mal nuclear polarization at high magnetic fields is equally or more effective as DNP with

ESR at low magnetic fields.

To further verify the results from the measurement at 9 T which appears to show nuclear

effects, the measurement was repeated at different magnetic fields. Prior to each RF switching

measurement at a certain magnetic field, a program to reset the sample including a period at

zero magnetic field and gate voltage sweeping is carried out. Subsequently, a program to

induce a significant nuclear spin polarization including ESR DNP at low fields at a period of

thermal nuclear polarization at high magnetic fields is conducted. The fitting results of the

RF switching measurements at three different high magnetic fields are compared in Fig. 4.28.

Again, the numbers for each data point mark the chronological order.

The resistance saturation values y0 shown in a) for 8.5 T exhibit a drop after the resonance

frequency at point 3 is passed. The value for y0 decreases further for frequencies that are

5 kHz below the resonance frequency at 90.99 MHz. This matches the observed behaviour

of y0 in Fig. 4.26 b). The nuclear spin relaxation time at 8.5 T does not draw such a distinct

picture but an overall decrease from point 1 to 9 is distinguishable.

Compared to the measurement at 8.5 T, the measurement shown in b) at 9 T shows the

inverse. While a pronounced step in the resistance saturation values y0 is observed at the

resonance frequency of 96.345 MHz, the nuclear spin relaxation times T1 show an overall

increase from point 1 to 8. These results are more reminiscent of the measurement presented

in Fig. 4.25 b) and c). Nevertheless, the resistance shows a clear response when the frequency

is swept across the resonance frequency and is therefore resolving the nuclear effects in this

system. Although these results are conducted at 9 T as well, they differ from the results

presented in Fig. 4.27. This could be related to different resetting and polarization programs

for both measurements.

The results for 9.5 T in Fig. 4.28 c) vary from the findings presented in a) and b). The values

for y0 does not show a step-like behaviour at the resonance but exhibit a peak at frequencies

that are further away from the resonance frequency at 101.695 MHz. However, the error for

the data points 8 and 9 is large since the standard fitting procedure did not succeed for the

obtained RF off switching measurements. Therefore, the T1 times are missing for these points.
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Figure 4.28. Comparison of the results for the resistance saturation values y0 and the nuclear
spin relaxation times T1 for RF switching measurements at a) 8.5 T, b) 9 T, and
c) 9.5 T.

Nevertheless, the nuclear spin relaxation time shows a peak value at the resonance fre-

quency which might result from nuclear depolarization. At 9.5 T the effective thermal polar-

ization is presumably higher than at 8.5 and 9 T which could explain the y0 and T1 behaviour.

At regimes where the nuclear polarization is more effective (9.5 T), the response to nuclear

depolarization is more peak-like with a faster recovery. In regimes with less effective nuclear

polarization (8.5 T), the y0 and T1 behaviour shows step-like resonance features since the

recovery is not that fast.

The results of RF switching measurements at low magnetic fields with ESR DNP and at

high magnetic fields without ESR DNP show nuclear effects in varying fashion. Although the

response of the fitting parameters y0 and T1 to the resonance frequencies is step-like for some

measurements and peak-like for others, the overall response and behaviour implies nuclear

depolarization effects. The way the probed physical quantities react to these nuclear effects is

influenced by numerous parameters including degree of nuclear spin polarization, efficiency

of DNP, temperature, microwave power and magnetic field strength.

The various approaches that were tested in this work for multiple sets of parameters will

significantly facilitate the investigation of nuclear effects in 13C graphene in future studies.
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The results of this section show that measures that ensure the reproducibility of RD-NMR

measurements are necessary but difficult to identify. These measures include a reset of the

spin systems in the investigated device followed by subsequent controlled polarization meth-

ods. Furthermore, the efficiency of DNP with ESR is evidently limited by the available RF

equipment which makes thermal polarization at high magnetic fields equally useful. Future

RD-NMR studies on 13C graphene should employ ESR DNP at higher magnetic fields which

would drastically enhance the sensitivity of the method.
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5. Conclusion and outlook

The magnetotransport, electron spin resonance and nuclear magnetic resonance spectroscopy

measurements presented in this work characterized CVD grown isotopically enriched mono-

layer and few-layer 13C graphene. The analysis of the weak localization peak in monolayer
13C graphene provided values for the decoherence length Lφ , the intervalley scattering length

Li and the intravalley scattering length L∗. Compared to 12C graphene the values of Lφ and

Li are approximately one order of magnitude smaller. The obtained scattering parameters

show that a more detailed discussion on the influence of the nuclear mass on the scattering

characteristics is impeded by the graphene quality. The effective g-factor of g = 1.978±0.02

could be determined in RD-ESR measurements and is similar to the value of 12C graphene.

Other resonances than the Zeeman resonance that could indicate potential low-energy gaps

were not observed in the monolayer graphene at T = 4.2 K.

Multiple distinct resonances with an effective g-factor of g = 1.9137±0.0055 appeared in

the ESR measurements on the 13C few-layer graphene. In addition to the intrinsic spin-orbit

coupling gap, the analysis revealed low-energy gaps with a size close to 20 µeV, which is

reminiscent of the ESR characteristics of GohBN.[60] The findings indicate sublattice symme-

try breaking in the few-layer graphene although the device is fabricated without hBN. The

origin of a resonance-like feature with a different g-factor of g = 4.687± 0.148 and an en-

ergy axis intercept at ∼ 43 µeV remains unclear and has to be investigated in more detail. At

mK-temperatures, RD-ESR measurements revealed that some of the observed resonances are

more sensitive to the applied microwave power than others.

Different approaches for various sets of parameters were evaluated regarding their ability

to resolve nuclear effects in 13C graphene. By applying two microwave frequencies simulta-

neously, RD-NMR measurements were carried out under constant DNP by ESR. Promising

results were obtained that indicated the nuclear resonance of 13C but lacked reproducibility.
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This is challenging since the history of the spin system prior to the NMR probing is effected

by numerous events. Hence, a resetting process was introduced followed by a controlled pro-

gram to polarize the nuclear spins. In RF switching measurements the "cool-down" process

of the resistance in dependence of the applied NMR frequency was investigated. A distinct

response to the application of the resonance frequency was observed for measurements at low

magnetic fields combined with ESR DNP and for measurements at high magnetic fields with-

out ESR. Inconsistencies in the appearance of the resonance events are attributed to varying

efficiencies of nuclear polarization combined with difficulties in reproducing the exact history

of the sample prior to each measurement. For the obtained results it is concluded that ther-

mal nuclear polarization at high magnetic fields is equally or more efficient than ESR DNP

at low magnetic fields. Further optimization of the DNP process is limited by the available

microwave equipment.

An increased frequency range for the microwave electronics would enable ESR DNP at

higher magnetic fields which is key to investigate the nuclear effects in 13C graphene in more

detail.[40] Moreover, the photon coupling to the graphene can be improved by the imple-

mentation of coplanar waveguides. Recent developments of graphene Josephson junction

bolometers demonstrate the feasibility of highly efficient photon coupling to graphene and its

use for quantum information applications.[13], [14]

The study of the HFI in 13C graphene in this work appears to be limited by the graphene

quality. Future experiments require qualitatively improved CVD graphene or should intend

to use exfoliated 13C graphene samples. These samples are then preferably combined with

hBN which will benefit their charge transport properties. Such 13C GohBN samples were

already fabricated as shown in the appendix but could not be measured in the scope of this

work.

In combination with specifically strained substrates it could be possible to fabricate "rolled-

up" graphene which can mimic carbon nanotubes. Due to the curvature which effects the

electronic orbital wave function overlap, the HFI of graphene in such samples is potentially

increased significantly.[79]–[81]

In conclusion, the interaction of electron spins and nuclear spins under microwave irradi-

ation was studied in multiple ways at various temperatures and magnetic fields. This work

shed light on the ESR characteristics of 13C mono and few-layer graphene in particular. In
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future experiments, a more sophisticated setup implementing coplanar waveguides for higher

photon coupling to the graphene at an increased frequency range would achieve significantly

higher nuclear spin polarizations. This would enable a thorough investigation of the interac-

tion of electron spins and nuclear spins in qualitatively improved 13C graphene.
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A. Appendix

In the appendix the graphene characterization and device geometries of monolayer and few-

layer 13C graphene are presented along with additional data.

A.1. 13C Monolayer Graphene

The graphene obtained from the group of Hyun-Seok Kim from the Dongguk university in

Seoul is monolayer 13C graphene which was verified by Raman spectroscopy as shown in

Fig. A.1 a). The positioning of the Raman peaks verifies the isotopic enrichment of 13C in

the graphene. The peak intensity ratio I2D/IG = 1.36 verifies that the graphene consists

of a single layer. This is supported by multiple previously acquired Raman spectra for this

graphene in our group. Only a small D peak is observed which indicates good graphene

quality inside the individual grains. The grain boundaries of the CVD graphene are thus most

likely the source of unwanted defects and charged impurities.

In the AFM data shown in Fig. A.1 b) the grain boundaries of the CVD graphene are

clearly visible. The mean height values on the single layer graphene and on the substrate are

compared as indicated by the green squares. The thickness of the single layer 13C graphene

is determined to be ∼ 1.5 nm. The value is influenced by adatoms on the surface and by the

quality of the cantilever. The findings in the preceding chapters on monolayer 13C graphene

were obtained in measurements on sample A.
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Figure A.1. a) Raman spectrum of the CVD grown 13C graphene. The peak intensity ratio
I2D/IG = 1.36 verifies that the graphene consists of a single layer. The inset
shows an optical image of the laser spot (red point) positioning directly in a sin-
gle grain of the CVD graphene sample. b) The grain boundaries on the left side
of the image of the CVD graphene are easy to identify. The mean height values
on the single layer graphene and on the substrate are compared as indicated by
the green squares. The thickness of the single layer 13C graphene is determined
to be ∼ 1.5 nm.

The graphene stripe of the Hall bar and the device geometry are depicted in Fig. A.2. The

Hall bar width is 22 µm and the length is 180 µm.

The carrier density (blue) and mobility (red) that were obtained for sample A directly from

the slope of the Hall voltage without the two-carrier model are shown in Fig. A.3.

The obtained scattering times and rates on sample A from weak localization peak measure-

ments at different gate voltages are shown in Fig. A.4. The intervalley scattering rate τ
−1
i in

b) shows a very sharp peak at 7.5 V. The intravalley scattering rate τ−1
∗ has a minimum at the

CNP close to 15 V which results from reduced trigonal warping at the Dirac point.

The weak localization peaks at the respective CNPs of CVD grown monolayer 13C graphene

and monolayer 12C graphene are compared in Fig. A.5. The data for 13C graphene were ob-

tained at T = 4.2 K whereas the 12C graphene is measured at T = 1.5 K. The weak localiza-

tion peak of the 13C graphene is much broader and more intense.
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Figure A.2. Optical images of sample A: a) The graphene stripe of the Hall bar. b) The Hall
bar width is 22 µm and the length is 180 µm. The yellow arrows indicate the
contact pairs that are used to detect the transverse and longitudinal voltages.

Figure A.3. Carrier density (blue) and mobility (red) that were obtained for sample A directly
from the slope of the Hall voltage without the two-carrier model.
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Figure A.4. Gate voltage dependence of the characteristic scattering times a) and rates b).
The magnitude of the different rates, τ

−1
φ

(dephasing rate), τ
−1
i (intervalley scat-

tering rate) and τ−1
∗ (intravalley scattering rate), is in the order of picoseconds.

Figure A.5. Comparison of the weak localization peaks at the respective CNPs of CVD
grown monolayer 13C graphene and monolayer 12C graphene. The weak local-
ization peak of the 13C graphene is much broader and more pronounced.
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Figure A.6. Gate voltage dependence of the characteristic scattering times. The phase co-
herence times τφ and intervalley scattering times τi differ and show different
behaviours. Note that the number of points for the 13C graphene is larger. The
intravalley scattering times τ∗ are in the same order of magnitude and show a
peak at the respective CNPs.

The resulting scattering times at various gate voltages of the two isotopically different

graphene samples are compared in Fig. A.6. The intravalley scattering times τ∗ are in the

same order of magnitude and show a peak at the respective CNPs. The phase coherence
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times τφ and intervalley scattering times τi differ and show different behaviours. Note that

the number of points for the 13C graphene is larger.

A.2. 13C Few-Layer Graphene

The few-layer graphene which was grown by the group of Dr. Lutz Geelhaar and Dr. Joao

Marcelo Lopes at the Paul-Drude Institut für Festkörperphysik Berlin was characterized with

Raman spectroscopy. As the spectrum in Fig. A.7 shows, a large D peak can be identified and

a peak intensity ratio of I2D/IG = 0.72 was obtained. This would correspond to ∼ 4 layer

thick few-layer graphene. The positioning of the Raman peaks verifies the isotopic enrich-

ment of 13C in the graphene. Multiple Raman spectra were recorded at different positions on

the graphene with similar results.

Figure A.7. Raman spectrum of few-layer 13C graphene. The intense D peak indicates a high
defect density in the graphene. The peak intensity ratio of I2D/IG = 0.72 cor-
responds to few-layer graphene with ≤ 4 layers. The positioning of the Raman
peaks verifies the isotopic enrichment of 13C in the graphene. The inset shows
an optical image of the laser spot (red point) positioning on the graphene sample.

The mean height value of the few-layer graphene and the substrate (green squares) are

compared in the AFM data shown in Fig. A.8 b). The height difference of ∼ 1.7 nm is very

close to the value obtained for the monolayer graphene. Nevertheless, the few-layer graphene
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is thicker which would correspond to more than a single layer. The single line scan diagram

in a) is recorded as indicated by the green line in b). Although the measurement is not precise,

a significant difference between the substrate and the few-layer graphene is distinguishable.

Due to the inconsistent Raman and AFM data only an approximate layer thickness in the

range of two to four layers can be given.

Figure A.8. a) Single line scan diagram acquired in AFM measurements on 13C few-layer
graphene. The green line in b) indicates the positioning of the single line scan.
A significant difference between the substrate and the few-layer graphene is dis-
tinguishable. b) Comparison of mean height value of the few-layer graphene
and the substrate as indicated by the green squares. The height difference of
∼ 1.7 nm is very close to the value obtained for the monolayer graphene and in-
dicates more than one layer. Due to the inconsistent Raman and AFM data only
an approximate layer thickness in the range of two to four layers can be given.

The findings in the preceding chapters on few-layer 13C graphene were obtained in mea-

surements on sample B. The graphene stripe of the Hall bar and the device geometry are

depicted in Fig. A.2. The Hall bar width is 22 µm and the length is 180 µm.

Although the necessary contact pairs were working, the detected transverse resistivity (dot-

ted lines) in sample B shows a large longitudinal component and the slope is merely insen-

sitive to the applied voltage as shown in Fig. A.10. Hence, it is not possible to determine

the charge carrier density and mobility exactly. This prevents a qualitative analysis of the

scattering characteristics of sample B.
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Figure A.9. Optical images of sample B: a) The graphene stripe of the Hall bar. b) The Hall
bar width is 22 µm and the length is 180 µm. The black arrow indicates the
contact pair that is used to detect the transverse and longitudinal voltages. The
letters S and D indicate the contact pair that was used for source and drain con-
tacts to apply a current to the sample at T ≤ 1.8 K (blue) and mK-temperatures
(black).

Figure A.10. Longitudinal (solid lines) and transverse (dotted lines) resistivity of sample B
for different applied gate voltages. The transverse resistivity shows a large
longitudinal component and the slope is insensitive to the applied voltage. An
exact determination of the charge carrier density and mobility is therefore not
possible.
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Figure A.11. Gate sweep at mK-temperatures of sample B in the second cool-down. a) longi-
tudinal and b) very noisy transverse resistivity. The CNP is not reached at 80 V.
c) The phase offset in the AC current increases with the applied gate voltage.
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In the second cool-down of sample B at mK-temperatures a different pair of contacts had

to be used to apply a current through the sample. As the data in Fig. A.11 show, strong oscil-

lations occur in the transverse resistivity and the phase offset in the AC current increases with

the applied gate voltage. Thus, the transverse resistivity was neglected and measurements

were performed at Vg ≤ 60 V to minimize effects by the phase offset.

The magnetotransport data at mK-temperatures of sample B exhibit a hysteresis depending

on the sweep direction of the magnetic field. This is visible close to BBB≈ 0 T in Fig. A.12 for

the up sweep (black) and down sweep (red).

Figure A.12. At magnetic fields close to BBB ≈ 0 T, a hysteresis depending on the sweep di-
rection of the magnetic field is observed in the magnetotransport data at mK-
temperatures of sample B.

In the ESR measurements on sample B at T ≈ 1.8 K in Prometheus, zero field minima are

observed for various frequencies between 8 GHz and 15 GHz at 22 dBm. The blow up in

Fig. A.13 highlights the zero field minima which are very distinct at 8.5 GHz, 11 GHz and

12 GHz. The origin of these zero field minima is unclear. Note that these minima are not

observed in magnetotransport measurements without microwave radiation.
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Figure A.13. Zero field minima are observed for various frequencies between 8 GHz and
15 GHz at 22 dBm in the ESR measurements on sample B at T ≈ 1.8 K in
Prometheus. The blow up highlights the zero field minima which are very dis-
tinct at 8.5 GHz, 11 GHz and 12 GHz. Note that these minima are not observed
in magnetotransport measurements without microwave radiation.

Figure A.14. Electron spin resonances can be identified for a very large frequency range
in sample B. The maximum frequency where a resonance is observed is ∼
54 GHz.



92 A. Appendix

The pronounced ESR characteristics of sample B allow the detection of resonances for

frequencies up to ∼ 54 GHz. This exceeds the frequency range of previous RD-ESR studies

on graphene by far.[44], [57]

For an inhomogeneous sample like the CVD grown few-layer graphene in sample B, cer-

tain areas can experience a different effective magnetic field than others. This could result

in the effect that although under resonance conditions, only a fraction of the total number of

spins undergo a spin transition. This would depend on the local effective magnetic field of

the area where a spin is located. Frequency modulation (FM) of the microwave signal could

be a possible way to circumvent this. FM increases the effective bandwidth of the applied mi-

crowave frequency which could cover the inhomogeneously distributed local magnetic field

variations. Thus, more spin transitions could be induced by FM NMR and FM ESR. Never-

theless, the electron spin resonances appear similar regardless of the FM as shown exemplary

for 30 GHz in Fig. A.15.

Figure A.15. IR spectrum of the PIL-functionalized alumina particles compared to the spec-
tra of naked alumina particles and P[VBTMA][PF6].

In Section 4.3 first RF switching measurements with constant ESR DNP were presented

which were conducted close to the satellite resonance of 30 GHz at 1.245 T. These RF switch-
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ing measurements were repeated and similar results could be obtained. As Fig. A.16 shows,

a drop is the resistance saturation value y0 is observed for both measurements after the points

3, 4 and 5 close to the resonance frequency of 13.33 MHz are probed. The nuclear spin relax-

ation times T1 that are obtained from the second measurement in b) show an increase from

point 1 to 9. This is not observed in the first measurement in a).

Figure A.16. Comparison of two RF switching measurements with constant ESR DNP which
were conducted close to the satellite resonance of 30 GHz at 1.245 T. A drop is
the resistance saturation value y0 is observed for both measurements after the
points 3, 4 and 5 close to the resonance frequency of 13.33 MHz are probed.
The nuclear spin relaxation times T1 that are obtained from the second measure-
ment in b) show an increase from point 1 to 9. This is not observed in the first
measurement in a).

The temperatures given in Section 4.3 are the values that are detected by the internal tem-

perature sensor of the Shiva system. However, the electron temperature in the few-layer

graphene can be gauged by the resistance behaviour. Such resistance versus temperature

measurements are shown for 0 V in a) and 60 V in b) of Fig. A.17. A significant change in

resistance is observed for temperatures T > 200 mK. The fitting functions to the data allow

an approximate determination of the temperature for every detected resistance value. These

temperatures are more accurate for the sample temperature than the values obtained from the

temperature sensor.



94 A. Appendix

Figure A.17. Behaviour of the resistance in sample B as a function of temperature for 0 V
a) and 60 V b). A significant change in resistance is observed for temperatures
T > 200 mK. The fit function to the data points allow an approximate determi-
nation of the temperature for every detected resistance value.

A.3. 13C GohBN

In order to improve the charge carrier transport properties of the 13C graphene, samples were

fabricated with underlying hexagonal boron-nitride (hBN) grown by CVD. In the scope of

this work, it was not possible to conduct measurements on these 13C GohBN samples. Optical

images of the device are shown in Fig. A.18.



A.3. 13C GohBN 95

Figure A.18. Optical images of an exemplary 13C GohBN device. The CVD 13C graphene
was placed on top of CVD grown hBN. a) Graphene stripe of the Hall bar. b)
Optical image of the finished device with a width of 22 µm and a length of
180 µm.
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